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Motivation

QUIC is a new fundamental network protocol:
• Standardized in 2021
• Combines functionality of different protocols

• Reduces handshake latency
• Reduces head of line blocking

• By design implemented in user space
• >20 implementations exist

• Widely used already in 2020
• QUIC carries a third of Google traffic
• 75 % of Facebook’s traffic is HTTP/3
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• By design implemented in user space
• >20 implementations exist

• Widely used already in 2020
• QUIC carries a third of Google traffic
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QUIC is only part of the Internet and relies on, e.g.,
• IPv6:

• Covers steady increase of network devices
E Prevents full enumeration

• DNS:
• User friendly identifier
• Often required to select service and certificate
E A name does not indicate existence of a

service
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Knowledge about deployments, supported protocols, extensions but also libraries
is required to evaluate the network and quality of experience.

Why is the connection slow?
Is it the network or QUIC?
Is it QUIC or the library?
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Existing Work (Not Exhaustive)

QUIC IPv6 DNS

Rüth1 Marx2 Trevisan3 Nawrocki4 Gasser5 Rye6 Dong7

QUIC ◦ ✓ ✓ ✓ ◦ × ×
↪→ Library differences × ✓ ◦ ✓ × × ×
DNS ✓ × ◦ ✓ ✓ × ✓
↪→ Alt. Service Discovery ✓ × ✓ × × × ✓
Internet measurements ✓ × ✓ ✓ ✓ ✓ ✓
↪→ IPv6 measurements × × ◦ × ✓ ✓ ◦

1
Rüth et al., “A First Look at QUIC in the Wild,” PAM, 2018

2
Marx et al., “Same Standards, Different Decisions: A Study of QUIC and HTTP/3 Implementation Diversity,” EPIQ, 2020

3
Trevisan et al., “Measuring HTTP/3: Adoption and Performance,” MedComNet, 2021

4
Nawrocki et al., “On the Interplay between TLS Certificates and QUIC Performance,” CoNEXT, 2022

5
Gasser et al., “Clusters in the Expanse: Understanding and Unbiasing IPv6 Hitlists,” IMC, 2018

6
Rye et al., “IPv6 Hitlists at Scale: Be Careful What You Wish For,” SIGCOMM, 2023

7
Dong et al., "Exploring the Ecosystem of DNS HTTPS Resource Records: An End-to-End Perspective," IMC, 2024

J. Zirngibl — Detecting and Evaluating QUIC Deployments 7



Existing Work (Not Exhaustive)

QUIC IPv6 DNS

Rüth1 Marx2 Trevisan3 Nawrocki4 Gasser5 Rye6 Dong7

QUIC ◦ ✓ ✓ ✓ ◦ × ×
↪→ Library differences × ✓ ◦ ✓ × × ×
DNS ✓ × ◦ ✓ ✓ × ✓
↪→ Alt. Service Discovery ✓ × ✓ × × × ✓
Internet measurements ✓ × ✓ ✓ ✓ ✓ ✓
↪→ IPv6 measurements × × ◦ × ✓ ✓ ◦

1
Rüth et al., “A First Look at QUIC in the Wild,” PAM, 2018

2
Marx et al., “Same Standards, Different Decisions: A Study of QUIC and HTTP/3 Implementation Diversity,” EPIQ, 2020

3
Trevisan et al., “Measuring HTTP/3: Adoption and Performance,” MedComNet, 2021

4
Nawrocki et al., “On the Interplay between TLS Certificates and QUIC Performance,” CoNEXT, 2022

5
Gasser et al., “Clusters in the Expanse: Understanding and Unbiasing IPv6 Hitlists,” IMC, 2018

6
Rye et al., “IPv6 Hitlists at Scale: Be Careful What You Wish For,” SIGCOMM, 2023

7
Dong et al., "Exploring the Ecosystem of DNS HTTPS Resource Records: An End-to-End Perspective," IMC, 2024

J. Zirngibl — Detecting and Evaluating QUIC Deployments 8



Existing Work (Not Exhaustive)

QUIC IPv6 DNS

Rüth1 Marx2 Trevisan3 Nawrocki4 Gasser5 Rye6 Dong7

QUIC ◦ ✓ ✓ ✓ ◦ × ×
↪→ Library differences × ✓ ◦ ✓ × × ×
DNS ✓ × ◦ ✓ ✓ × ✓
↪→ Alt. Service Discovery ✓ × ✓ × × × ✓
Internet measurements ✓ × ✓ ✓ ✓ ✓ ✓
↪→ IPv6 measurements × × ◦ × ✓ ✓ ◦

1
Rüth et al., “A First Look at QUIC in the Wild,” PAM, 2018

2
Marx et al., “Same Standards, Different Decisions: A Study of QUIC and HTTP/3 Implementation Diversity,” EPIQ, 2020

3
Trevisan et al., “Measuring HTTP/3: Adoption and Performance,” MedComNet, 2021

4
Nawrocki et al., “On the Interplay between TLS Certificates and QUIC Performance,” CoNEXT, 2022

5
Gasser et al., “Clusters in the Expanse: Understanding and Unbiasing IPv6 Hitlists,” IMC, 2018

6
Rye et al., “IPv6 Hitlists at Scale: Be Careful What You Wish For,” SIGCOMM, 2023

7
Dong et al., "Exploring the Ecosystem of DNS HTTPS Resource Records: An End-to-End Perspective," IMC, 2024

J. Zirngibl — Detecting and Evaluating QUIC Deployments 9



How can we use Internet-wide measurements
to identify and analyze QUIC deployments

as part of the Internet ecosystem?
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Research Questions & Thesis Structure

RQ 1: How can the IPv6 ecosystem be scanned?
Maintain a valuable list of IPv6 addresses Chapter 4, IMC’221, CONEXT’232

Identify new responsive IPv6 targets Chapter 5, IMC’221, TMA’233

RQ 2: What is the impact of DNS?
Identify valid server names Chapter 6, WTMC’234

Identify valuable server names Chapter 7, TMA’225

RQ 3: What is the state of QUIC deployments?
Identify and evaluate deployments Chapter 8, IMC’216

Differentiate libraries Chapter 9, PAM’247

1
J. Zirngibl, L. Steger, P. Sattler, O. Gasser, and G. Carle, “Rusty Clusters? Dusting an IPv6 Research Foundation,” IMC’22

2
P. Sattler, J. Zirngibl, M. Jonker, O. Gasser, G. Carle, and R. Holz, “Packed to the Brim: Investigating the Impact of Highly Responsive Prefixes on Internet-wide Measurement Campaigns,” CONEXT’23

3
L. Steger, L. Kuang, J. Zirngibl, G. Carle, and O. Gasser, “Target Acquired? Evaluating Target Generation Algorithms for IPv6," TMA’23

4
J. Zirngibl, P. Sattler, and G. Carle, “A First Look at SVCB and HTTPS DNS Resource Records in the Wild,” WTMC’23

5
J. Zirngibl, S. Deusch, P. Sattler, J. Aulbach, G. Carle, and M. Jonker, “Domain Parking: Largely Present, Rarely Considered!”, TMA’22

6
J. Zirngibl, P. Buschmann, P. Sattler, B. Jaeger, J. Aulbach, and G. Carle, “It’s over 9000: Analyzing early QUIC Deployments with the Standardization on the Horizon," IMC’21

7
J. Zirngibl, F. Gebauer, P. Sattler, M. Sosnowski, and G. Carle, “QUIC Hunter: Finding QUIC Deployments and Identifying Server Libraries Across the Internet,” PAM’24
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How can we identify IPv6 deployments?
(Thesis: Part I)
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How can we identify IPv6 deployments?

Goal

Support meaningful, effective
IPv6 scans

Challenges

• Large address space
• Changing ecosystem
• Limited address

sources

Unique contributions

• IPv6 Hitlist extensions
• Evaluation of new

address sources
• Evaluation of Target

Generation Algorithms
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How can we identify IPv6 deployments?

Blocklist Filter

Fully Responsive Prefix Filter

30-day Filter

TCP/80 UDP/443 UDP/53TCP/443ICMP

Responsive Addresses

. . .

DNS Resolution

Traceroutes

RIPE Atlas

Cumulative Hitlist

Gasser et al.1 established an ongoing IPv6
Hitlist in 2018:

• Collects candidates from multiple sources
• Applies different filters
• Tests addresses for their responsiveness

1
O. Gasser, Q. Scheitle, P. Foremski, Q. Lone, M. Korczynski, S. D. Strowes, L. Hendriks, and G. Carle, "Clusters in the Expanse: Understanding and Unbiasing IPv6 Hitlists," IMC’18
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How can we identify IPv6 deployments?
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• The IPv6 Hitlist service was running for four years
• Up to 100 M addresses are responsive to at least one protocol

• Spikes in addresses responsive to UDP/53 are visible
• Majority are injected DNS responses by Chinese censorship mechanisms

J. Zirngibl, L. Steger, P. Sattler, O. Gasser, and G. Carle, “Rusty Clusters? Dusting an IPv6 Research Foundation,” IMC’22
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• We cleaned the IPv6 Hitlist and published data
• The result is more stable for all protocols

• 3.2 M addresses are responsive (1 M TCP/80), covering 15.7 k ASes
• Significantly less compared to IPv4 (80 M TCP/80)

J. Zirngibl, L. Steger, P. Sattler, O. Gasser, and G. Carle, “Rusty Clusters? Dusting an IPv6 Research Foundation,” IMC’22
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How can we identify IPv6 deployments?

• Re-tested all filtered addresses
• Evaluated and added new data sources
• First exhaustive comparison of target

generation algorithms
• Fair comparison: Same time, same inputs
• Algorithms convince for different goals

Responsive
Method Addr Addr. ↓ ASes

6Graph 125.8 M 3.8 M 10.7 k
6Tree 37.6 M 2.2 M 11.5 k
DC 5.3 M 651.9 k 5.5 k
6GAN 3.3 M 4.3 k 39
6VecLM 70.3 k 1.0 k 105

J. Zirngibl, L. Steger, P. Sattler, O. Gasser, and G. Carle, “Rusty Clusters? Dusting an IPv6 Research Foundation,” IMC’22
L. Steger, L. Kuang, J. Zirngibl, G. Carle, and O. Gasser, “Target Acquired? Evaluating Target Generation Algorithms for IPv6," TMA’23
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→ We identified 5.6 M new responsive IPv6 addresses from 14.6 k ASes1

→ We identified 13.9 M new responsive IPv6 addresses from 18.1 k ASes2

1
J. Zirngibl, L. Steger, P. Sattler, O. Gasser, and G. Carle, “Rusty Clusters? Dusting an IPv6 Research Foundation,” IMC’22

2
L. Steger, L. Kuang, J. Zirngibl, G. Carle, and O. Gasser, “Target Acquired? Evaluating Target Generation Algorithms for IPv6," TMA’23
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2
L. Steger, L. Kuang, J. Zirngibl, G. Carle, and O. Gasser, “Target Acquired? Evaluating Target Generation Algorithms for IPv6," TMA’23
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How can we identify IPv6 deployments?

Blocklist Filter

Fully Responsive Prefix Filter

30-day Filter

TCP/80 UDP/443 UDP/53TCP/443ICMP

Responsive Addresses

. . .

DNS Resolution

Traceroutes

RIPE Atlas

Cumulative Hitlist

The IPv6 Hitlist
• Is in an improved state
• With new sources and significantly

more addresses
• Unbiased from censorship mechanisms
• Running regularly
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Responsive Addresses
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Target Generation
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How can we identify QUIC deployments and libraries?
(Thesis Part III)
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How can we identify the library of QUIC deployments?

Goal

Effectively identifying QUIC
libraries on large scale

Challenges

• Transport and TLS
handshake combined

• Libraries implement
standards differently

• Behavior might be
configuration specific

Unique contributions

• Development of a
QUIC scanners

• Evaluation of
scan and library
identification
methodologies

• Internet-wide
evaluation
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How can we identify the library of QUIC deployments?

Test environment:
• Test scanners and configurations







,  Scanner

Docker Hub
LSQUIC

mvfst

nDockerfile
Custom Impl. 2 Config

ZMap, QScanner, . . .

ZMap:
• Large-scale, stateless scans
• Development of a QUIC module
• Evaluation of different probes

QScanner:
• Stateful scans
• Conducts full QUIC handshakes
• Supports HTTP/3
• Extracts QUIC, TLS, HTTP features

Library identification:

• Extract library features
• Not configurable by user

Impl. Error Message

Quinn peer doesn’t support any known
aioquic No common ALPN protocols
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How can we identify the library of QUIC deployments?

Akamai Q.

Unknown

LSQUIC

Google Q.
quiche

quicly
mvfst

NGINX
quic-go

s2n-quic

MsQ
uic

Quinn

HAProxy
aioquic

XQUIC
ngtcp2

Haskell Q
neqo

102

105

#
o

f
o

cc
u
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n

ce
s

Addresses ASes

• At least one deployment for 18 libraries
• Most common libraries are from:

• Hyper Giants: Akamai, Google, Cloudflare, Facebook
• Web servers with early QUIC adoption: LiteSpeed, NGINX and Caddy

• Unknown deployments:
• Addresses: Amazon (56.7 %) and Cloudflare (17.2 %)
• ASes: Timeouts (4.7 k) or Google Edge Caches (4.4 k)

J. Zirngibl, F. Gebauer, P. Sattler, M. Sosnowski, and G. Carle, “QUIC Hunter: Finding QUIC Deployments and Identifying Server Libraries Across the Internet,” PAM’24
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How can we identify the library of QUIC deployments?
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• The IPv6 Hitlist, DNS and alternative service discovery allow IPv6 scans:
• At least one deployment for 13 libraries
• Similar distribution across hyper giants and libraries

J. Zirngibl, F. Gebauer, P. Sattler, M. Sosnowski, and G. Carle, “QUIC Hunter: Finding QUIC Deployments and Identifying Server Libraries Across the Internet,” PAM’24
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Summary

This work provides the methodologies and tools and insights to effectively identify and analyze QUIC
deployments as part of the Internet ecosystem

• All developed tools are open source and measurements setup as regular service
• The IPv6 Hitlist is in an improved state, with more addresses and running regularly
• DNS resolutions are important (but not necessarily all domains are interesting)

• To identify IPv6 targets
• To identify SNI values for TLS or QUIC scans

• A large variety of QUIC libraries is deployed impacting scans and the Internet
• Thorough testing and evaluations are required
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ABSTRACT
After nearly five years and 34 draft versions, standardization of the
new connection oriented transport protocol QUIC was finalized
in May 2021. Designed as a fundamental network protocol with
increased complexity due to the combination of functionality from
multiple network stack layers, it has the potential to drastically
influence the Internet ecosystem. Nevertheless, even in its early
stages, the protocol attracted a variety of parties including large
providers. Our study shows, that more than 2.3M IPv4 and 300 k
IPv6 addresses support QUIC hosting more than 30M domains.

Using our newly implemented stateful QUIC scanner (QScanner)
we are able to successfully scan 26M targets. We show that TLS as
an integral part is similarly configured between QUIC and TLS over
TCP stacks for the same target. In comparison, we identify 45widely
varying transport parameter configurations, e.g., with differences
in the order of magnitudes for performance relevant parameters.
Combining these configurations with HTTP Server header values
and associated domains reveals two large edge deployments from
Facebook and Google. Thus, while found QUIC deployments are
located in 4667 autonomous systems, numerous of these are again
operated by large providers.

In our experience, IETF QUIC already sees an advanced deploy-
ment status mainly driven by large providers. We argue that the
current deployment state and diversity of existing implementations
and seen configurations solidifies the importance of QUIC as a fu-
ture research topic. In this work, we provide and evaluate a versatile
tool set, to identify QUIC capable hosts and their properties.

Besides the statefulQScanner we present and analyze a newly im-
plemented IPv4 and IPv6 ZMapmodule. We compare it to additional
detection methods based on HTTP Alternative Service Header val-
ues from HTTP handshakes and DNS scans of the newly drafted
HTTPS DNS resource record. While each method reveals unique
deployments the latter would allow lightweight scans to detect
QUIC capable targets but is drastically biased towards Cloudflare.

Permission to make digital or hard copies of part or all of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for third-party components of this work must be honored.
For all other uses, contact the owner/author(s).
IMC ’21, November 2–4, 2021, Virtual Event, USA
© 2021 Copyright held by the owner/author(s).
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1 INTRODUCTION
QUIC, a new connection-oriented Internet protocol was finally
standardized by the Internet Engineering Task Force (IETF) in May
2021 [21]. The protocol was initially developed and implemented
by Google and made public in 2013 [23]. Afterwards, the official
standardization process was transferred to the IETF within its own
working group1. Over the years, the base draft passed through 34
revisions before entering its last calls.

The QUIC protocol combines functionalities from different layers
of the network stack, including the transport layer, security in
the form of Transport Layer Security (TLS) and stream control to
optimize higher layer applications. The integration of QUIC into the
protocol stack and the comparison to TLS over TCP can be seen in
Figure 1. In addition to the QUIC base protocol, Hypertext Transfer
Protocol (HTTP) Version 3 is drafted [4], specifically focusing on
the deployment of HTTP on top of QUIC. This combination of
functionality from multiple layers increases the overall complexity
of a protocol and, therefore, increases the possibility of diverging
implementations, potential errors or unintended behavior.

As new, fundamental network protocol, QUIC has the potential
to drastically influence the Internet ecosystem. It attracted a variety
of providers, developers and contributors even in its early stages.
The QUIC working group already lists 22 different implementa-
tions [17]. Additionally, with the initial contribution from Google,
and as shown by Rüth et al. [39] in 2018 significant, productive
deployment of Google QUIC was already visible on the Internet
in early stages of the specification. By now, QUIC carries over a
third of the Google traffic [8] and Facebook reports that QUIC is

1https://tools.ietf.org/wg/quic/
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Abstract—Domain parking typically involves leveraging adver-
tisements to generate revenue on otherwise inactive domain names.
Their content is rarely of real value to users and tends to be
highly similar across parked domains. They have commonalities
beyond content alone: parked domains can share hosting and DNS
infrastructure. Parking rarely receives special treatment in existing
studies (e.g., content analyses or infrastructure concentration
studies). While the presence and possible bias introduced by
parked pages is sometimes acknowledged in studies, the studies still
treat parked domains as any other, either because differentiation
is infeasible, or because doing so is considered out-of-scope.

We argue that the impact of parked domains on analyses
regarding the current state and future development of the Internet
should not be overlooked. In this paper, we motivate this argument
through quantification, and take steps towards helping other
researchers identify parked domains.

We systematically collect a list of 82 parking services and
develop DNS-based indicators to help identify parked domains.
We next quantify the presence of parked domains, using large-scale
DNS data containing hundreds of millions of registered domain
names, representative for a significant part of the global DNS
namespace. Overall, we pinpoint 60 M parked domains, which is a
significant percentage of all names under consideration (23 %) and
identify up to 4 % of domains from top lists to be parked. These
findings demonstrate that the effect of parked pages is potentially
pronounced. We also break down into the various parking services
and DNS zones. This helps us demonstrate and further discuss
the effect that domain parking can have on research and Internet
consolidation.

Index Terms—DNS, Domain parking, Internet measurements

I. INTRODUCTION

The Internet is becoming increasingly centralized. Over
the past years, the development towards centralization and
consolidation has emerged as an important subject of discussion
among research and network operator communities.

The upsurge of Content Delivery Networks (CDNs) has
added to Internet centralization. A number of recent studies
evaluate properties of CDNs and consolidation – related in
particular to the web and Domain Name System (DNS) ecosys-
tems – and offer a basis on which to discuss and evaluate
its impacts [1]–[6]. To evaluate trends and possible impacts,
studies often rely on domain names and an analysis of the
infrastructure with which names are associated. In such studies,
domain names are usually treated the same, even though not all
names are equal. In particular, domains can be parked. Domain

parking is a concept to generate revenue from registered but
otherwise unused domains, for example via advertisements.
So-called domain parking providers offer the means for such
monetization.

Parking pages differ from user-centric web content. Their
content is of little use and importance to users, yet similar
across parked domains. Hosting and DNS infrastructure can
also be in common. As a result, parked domains can introduce
bias in centralization studies. While some studies do mention
this limitation, differentiating parked domains is then either
considered infeasible or out of scope.

We argue that parked domains require consideration when
evaluating and discussing Internet consolidation. To this end,
we quantify the prevalence of parked domains at scale across
multiple Top Level Domains (TLDs) but also top lists. We
further evaluate the impact of domain parking on DNS and
hosting providers, e.g., CDNs, and reason about effects of
lack of consideration in related studies. To the best of our
knowledge, we are the first to offer this perspective. This work
does not evaluate the monetization schemes of domain parking
services, individually hosted domains or potential wrongdoing
(e.g., typo-squatting) and vulnerabilities.

Our contributions in this work are:
(i) We systematically collect 82 parking, marketplace and

placeholder services. We analyze their modus operandi and
develop DNS-based indicators that enable identifying parked
domains. We share these with the community to lower the
barriers to considering parked domains;

(ii) We study the prevalence of domain parking using multi-
ple sources of large-scale DNS data. These data are representa-
tive for a sizable part of the global DNS namespace, containing
hundreds of millions of registered domain names from well
over 1 k TLDs, including country-code TLDs (ccTLDs), legacy
generic TLDs (gTLDs) such as .com, and newer gTLDs such
as .tokyo;

(iii) With our new-found insights into parked domain name
prevalence, we discuss findings from existing research regarding
the development and consolidation of the Internet and of CDNs.

We identify domain name parking services in Section II.
In Section III, we outline the data sources on the basis of
which we study the prevalence of domain parking. We present
our analyses on prevalence and the impact on effective TLDs978-3-903176-47-8 ©2022 IFIP
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ABSTRACT
The long-running IPv6 Hitlist service is an important foundation for
IPv6 measurement studies. It helps to overcome infeasible, complete
address space scans by collecting valuable, unbiased IPv6 address
candidates and regularly testing their responsiveness. However, the
Internet itself is a quickly changing ecosystem that can affect long-
running services, potentially inducing biases and obscurities into
ongoing data collection means. Frequent analyses but also updates
are necessary to enable a valuable service to the community.

In this paper, we show that the existing hitlist is highly impacted
by the Great Firewall of China, and we offer a cleaned view on
the development of responsive addresses. While the accumulated
input shows an increasing bias towards some networks, the cleaned
set of responsive addresses is well distributed and shows a steady
increase.

Although it is a best practice to remove aliased prefixes from
IPv6 hitlists, we show that this also removes major content deliv-
ery networks. More than 98 % of all IPv6 addresses announced by
Fastly were labeled as aliased and Cloudflare prefixes hosting more
than 10M domains were excluded. Depending on the hitlist usage,
e.g., higher layer protocol scans, inclusion of addresses from these
providers can be valuable.

Lastly, we evaluate different new address candidate sources, in-
cluding target generation algorithms to improve the coverage of
the current IPv6 Hitlist. We show that a combination of different
methodologies is able to identify 5.6M new, responsive addresses.
This accounts for an increase by 174% and combined with the
current IPv6 Hitlist, we identify 8.8M responsive addresses.

CCS CONCEPTS
• Networks → Network structure; Naming and addressing;
Network measurement.
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IPv6, Hitlist, Aliased Prefixes, Target Generation
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1 INTRODUCTION
The usage and importance of IPv6 are steadily increasing [6, 24, 37].
With the IPv4 address depletion of all but one Regional Internet
Registry (RIR), the necessity to deploy IPv6 is prevalent for more
and more operators and content providers. While this develop-
ment is generally positive, it imposes fundamental difficulties to
research and network analysis. The immense size of the address
space, combined with the sparse distribution of used addresses
renders active IPv6 measurements difficult. While tools like ZMap
effectively scan the complete IPv4 address space, complete scans
for IPv6 are impossible.

With the publication of the IPv6 Hitlist service in 2018, Gasser et
al. [22] established an ongoing service that collects IPv6 address
candidates, identifies aliased prefixes, and tests the responsiveness
in respect to different protocols, namely ICMP, TCP on port 80
(HTTP) and 443 (HTTPS), and UDP on port 53 (DNS) and 443
(QUIC) (see Figure 1). The service is well maintained, up to date and
has been used as de-facto standard for IPv6 analysis and scans, e.g.,
[2, 7, 16, 38, 42, 51]. However, it has not seen significant updates or
analyses since its initial publication. Changes in the usage of IPv6
and input sources might have influenced the quality of the service
since 2018. Furthermore, a variety of methodologies to generate
likely responsive addresses emerged [13–15, 29, 49] but have not
been established as ongoing service publishing data.
Our main contributions in this work are:

(i) We evaluate the development of the IPv6 Hitlist over the
last four years and new biases introduced by the accumulation of
new addresses. Our findings allow us to filter targets incorrectly
tested as responsive. We identify 134M addresses falsely reported
as responsive to UDP/53 by the IPv6 Hitlist since 2018 due to the
Great Firewall of China’s DNS injection.

(ii) We analyze aliased prefixes in more detail and investigate
whether the initial definition of a single host responsive to a com-
plete prefix remains correct or whether a set of addresses needs to
be treated differently. We show that aliased prefixes host at least
15M domains including ranked domains from different top lists
[1, 12, 31]. In combination with additional findings, we suggest
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Abstract—Internet measurements are a crucial foundation of
IPv6-related research. Due to the infeasibility of full address space
scans for IPv6 however, those measurements rely on collections
of reliably responsive, unbiased addresses, as provided e.g., by
the IPv6 Hitlist service. Although used for various use cases, the
hitlist provides an unfiltered list of responsive addresses, the hosts
behind which can come from a range of different networks and
devices, such as web servers, customer-premises equipment (CPE)
devices, and Internet infrastructure.

In this paper, we demonstrate the importance of tailoring
hitlists in accordance with the research goal in question. By
using PeeringDB we classify hitlist addresses into six different
network categories, uncovering that 42% of hitlist addresses are
in ISP networks. Moreover, we show the different behavior of
those addresses depending on their respective category, e.g., ISP
addresses exhibiting a relatively low lifetime. Furthermore, we
analyze different Target Generation Algorithms (TGAs), which are
used to increase the coverage of IPv6 measurements by generating
new responsive targets for scans. We evaluate their performance
under various conditions and find generated addresses to show
vastly differing responsiveness levels for different TGAs.

I. INTRODUCTION

The adoption of IPv6 is continuously increasing, with on
average 40% of all Google users connecting via IPv6 in March
2023 [1]. Due to the sheer size and sparse population of the
IPv6 address space, exhaustive scans such as in IPv4 [2], [3]
are infeasible in the IPv6 Internet. Therefore, Internet mea-
surements targeting IPv6 hosts rely on up-to-date collections
of responsive addresses, often known as Hitlists. Moreover,
the success of these measurements heavily depends on the
quality of their input, reliable targets, and high coverage of
the active IPv6 Internet. While use cases for such hitlists
can vary greatly, hitlists are usually a collection of addresses
belonging to different types of devices, such as routers, web
servers, or customer-premises equipment (CPE) devices, treated
as a homogeneous set. This is very inefficient for many
measurement studies, as these targets can be expected to be
found in completely different network types. For example,
a study on self-hosted video platforms would mainly target
educational and company networks, while a study on web
content will target vastly different networks, such as Content
Delivery Networks (CDNs) and hosting providers. These studies
could profit from a categorization of hitlist addresses, as this

could allow more focused scans resulting in a reduced scanning
overhead and lower load on the network.

The most popular and commonly used IPv6 Hitlist by
Gasser et al. [4], [5] combines IPv6 addresses from differ-
ent sources and performs regular scans to ensure reliable
responsiveness. However, little is known about the current
and historic composition of the IPv6 Hitlist, namely which
categories of addresses it contains and whether there is a bias
towards CPE devices, routers, or servers. This makes the use
of the hitlist unnecessarily difficult and inefficient for many
measurement studies. We address this problem by analyzing the
different network categories represented in the data provided
by the hitlist service and showing how the categorization of
the contained addresses improves the hitlists’ usability.

In addition to hitlists, different approaches exist to increase
IPv6 address coverage, e.g., by generating new targets. This is
often achieved through so-called Target Generation Algorithms
(TGAs), which employ different methods such as machine
learning [6], [7] and other pattern recognition techniques [8],
[9]. Similar to hitlists, little is known about characteristics of
TGAs with respect to input from different categories, whether
they exbhibit biases towards specific address categories, or
whether their results can be improved given more specific input.
Therefore, existing TGAs could benefit from categorizing their
input, enabling them to spend their algorithmic and scanning
budget on application-tailored target generation.

In this paper, we perform an in-depth analysis of the IPv6
Hitlist as well as TGAs by categorizing IPv6 addresses. This
research enables fellow researchers to make better use of the
IPv6 Hitlist and TGAs. Our contributions in this work are:

1. IPv6 Hitlist address categorization: We analyze the
IPv6 Hitlist by Gasser et al. with respect to IP address
categories. We show that it includes addresses from a
variety of categories, e.g., Internet Service Provider (ISP)
and Network Service Provider (NSP) in the input but also
the set of responsive addresses, finding a general bias
towards ISP networks with 42% of responsive addresses.

2. Characterization of address categories: We evaluate
whether addresses from differing categories exhibit dif-
ferent behavior over time. We show that addresses from
educational and content serving networks are more stable
with a median of over 200 days uptime, while ISP ad-
dresses are often only responsive during a single scan. ISP978-3-903176-58-4 ©2023 IFIP
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Internet-wide scans are an important tool to evaluate the deployment of services. To enable large-scale
application layer scans, a fast, stateless port scan (e.g., using ZMap) is often performed ahead of time to collect
responsive targets. It is a common expectation that port scans on the entire IPv4 address space provide a
relatively unbiased view as they cover the complete address space. Previous work, however, has found prefixes
where all addresses share particular properties. In IPv6, aliased prefixes and fully responsive prefixes, i.e.,
prefixes where all addresses are responsive, are a well-known phenomenon. However, there is no such in-depth
analysis for prefixes with these responsiveness patterns in IPv4.

This paper delves into the underlying factors of this phenomenon in the context of IPv4 and evaluates port
scans on a total of 161 ports (142 TCP & 19 UDP ports) from three different vantage points. To account for
packet loss and other scanning artifacts, we propose the notion of a new category of prefixes, which we call
highly responsive prefixes (HRPs). Our findings show that the share of HRPs can make up 70 % of responsive
addresses on selected ports. Regarding specific ports, we observe that CDNs contribute to the largest fraction
of HRPs on TCP/80 and TCP/443, while TCP proxies emerge as the primary cause of HRPs on other ports.
Our analysis also reveals that application layer handshakes to targets outside HRPs are, depending on the
chosen service, up to three times more likely to be successful compared to handshakes with targets located in
HRPs. To improve future scanning campaigns conducted by the research community, we make our study’s
data publicly available and provide a tool for detecting HRPs. Furthermore, we propose an approach for a
more efficient, ethical, and sustainable application layer target selection. We demonstrate that our approach
has the potential to reduce the number of TLS handshakes by up to 75 % during an Internet-wide scan while
successfully obtaining 99 % of all unique certificates.
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Abstract—The Internet Engineering Task Force is standard-
izing new DNS resource records, namely SVCB and HTTPS.
Both records inform clients about endpoint and service
properties such as supported application layer protocols, IP
address hints or Encrypted Client Hello (ECH) information.
Therefore, they allow clients to reduce required DNS queries
and potential retries during connection establishment and
thus help to improve the quality of experience and privacy
of the client. The latter is achieved by reducing visible meta-
data, which is further improved with encrypted DNS and
ECH.

The standardization is in its final stages and companies
announced support, e.g., Cloudflare and Apple. Therefore,
we provide the first large-scale overview of actual record
deployment by analyzing more than 400 M domains. We find
3.96 k SVCB and 10.5 M HTTPS records. As of March 2023,
Cloudflare hosts and serves most domains, and most records
only contain Application-Layer Protocol Negotiation (ALPN)
and IP address hints. Besides Cloudflare, we see adoption by
a variety of authoritative name servers and hosting providers
indicating increased adoption in the near future. Lastly, we
can verify the correctness of records for more than 93 % of
domains based on three application layer scans.

1. Introduction

With the ongoing development of the Internet, avail-
able protocols and versions, a general requirement is
getting more important, namely information about sup-
ported application layer protocols, versions and proper-
ties by individual endpoints. The latter information can
be exchanged during a handshake or first communication
(e.g., Alternative Service (ALT-SVC) Headers in Hyper-
text Transfer Protocol (HTTP)). However, missing knowl-
edge increases the handshake duration and information
from existing solutions can only be used in subsequent
connections. Each connection attempt and the potential
use of insecure protocols reveals further meta-data related
to a client and its desired connection, thus impacting its
privacy and security.

To circumvent this problem, the Internet Engineering
Task Force (IETF) works on a new general Domain
Name System Resource Record (DNS RR) named SVCB
(”SerViCe Binding”) that provides service bindings for a
domain [23]. This record accomplishes two major goals,
directing a client (i) to another alias or (ii) to an endpoint
including service information. As a first subtype, the
HTTPS DNS RR is specified with a focus on Hypertext
Transfer Protocol Secure (HTTPS) endpoints. The records
allow a client to receive all required information, namely
supported protocols, used ports and IP addresses, using a

single, recursive DNS query. Provided information can be
used to directly establish a secure communication chan-
nel using a protocol both endpoints support. Information
about available application protocols and their explicit
version can also reduce the risk of on-path or downgrade
attacks, e.g., make HTTP Strict Transport Security (HSTS)
obsolete. Furthermore, the new HTTPS record is supposed
to be extended to provide ECH information to the client in
the future. Once specified and deployed, ECH [21] further
reduces the visibility of connection-related meta-data, e.g.,
the Server Name Indication (SNI).

Quick and widespread deployment of these new
records can drastically improve the privacy of clients on
the Internet. Different operators including Cloudflare [3]
and Akamai [2] but also client software, e.g., Apple iOS
[25] and Google Chromium [8] have already announced
support for the new records.
Therefore, we set out to evaluate actual deployments and
availability of the new records based on a large-scale
measurement. Our contributions in this paper are:

(i) We evaluate the support of new records for more
than 400 M domains. We show that the deployment is
mostly driven by Cloudflare. However, other operators
show initial deployment as well.

(ii) We evaluate the properties of received records and
their implication for a client and established connections.
We show that most domains have records with service
information, mainly Application-Layer Protocol Negoti-
ation (ALPN) values and ipv4- and ipv6hints. Further
parameters are rarely visible.

(iii) We verify the correctness of received information
with application layer scans. We were able to connect to
96 % of targets extracted from HTTPS records.

2. Background

The SVCB DNS RR represents a more general record
to be used with different service types, while the HTTPS
DNS RR is specifically designed to be used with HTTPS.
These DNS RRs allow clients to select the correct service
properties directly. To indicate the desired service, do-
mains for SVCB records should be prefixed with Attrleaf
labels [10] (e.g., dns). Using HTTPS records implies
HTTP as service. Table 1 shows two example records.
IETF designs both records to be flexible and expandable.
The first SVCB record is in alias mode, indicated by
the priority of 0, and redirects the domain to another
target name. In comparison to canonical name (CNAME)
records, this is also possible at the apex of a zone [23].

The second HTTPS record is in service mode and
provides further information about the endpoint. In service
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Abstract. The diversity of QUIC implementations poses challenges for
Internet measurements and the analysis of the QUIC ecosystem. While
all implementations follow the same specification and there is general
interoperability, differences in performance, functionality, but also secu-
rity (e.g., due to bugs) can be expected. Therefore, knowledge about
the implementation of an endpoint on the Internet can help researchers,
operators, and users to better analyze connections, performance, and
security. In this work, we improved the detection rate of QUIC scans to
find more deployments and provide an approach to effectively identify
QUIC server libraries based on CONNECTION CLOSE frames and transport
parameter orders. We performed Internet-wide scans and identified at
least one deployment for 18 QUIC libraries. In total, we can identify
the libraries with 8.0 M IPv4 and 2.5 M IPv6 addresses. We provide a
comprehensive view of the landscape of competing QUIC libraries.

1 Introduction

Based on UDP, the new QUIC protocol [17] can be implemented in user space
and has thus seen wide attention from various implementors [16]. Several oper-
ators (e.g., Cloudflare [5]), as well as open source teams, started to implement
QUIC libraries during the standardization process. They regularly update their
implementations to follow new developments and improve their library.

Even though all libraries follow the same standard, implementation differ-
ences are to be expected. Related work has shown that these differences affect
functionality [24,36] and performance [18,42,47]. They can drastically influ-
ence scans, e.g., during deployment detection as shown in this work, and future
research. It is important to differentiate between effects due to the network, the
protocol specification, and implementation specifics. The assessment of perfor-
mance and bottlenecks of QUIC connections on the Internet [4] or new QUIC
features [19,33] could be improved considering the involved libraries. Therefore,
means to properly scan and identify QUIC libraries and an overview of their
deployment on the Internet are essential. Our key contributions in this work are:

(i) We analyze current QUIC scanning approaches and propose a new ZMap
approach to identify more deployments. We evaluate the current state of QUIC
deployments and analyze the importance of Server Name Indication (SNI) values.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
P. Richter et al. (Eds.): PAM 2024, LNCS 14538, pp. 273–290, 2024.
https://doi.org/10.1007/978-3-031-56252-5_13
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Summary

This work provides the methodologies and tools and insights to effectively identify and analyze QUIC
deployments as part of the Internet ecosystem

• All developed tools are open source and measurements setup as regular service
• The IPv6 Hitlist is in an improved state, with more addresses and running regularly
• DNS resolutions are important (but not necessarily all domains are interesting)

• To identify IPv6 targets
• To identify SNI values for TLS or QUIC scans

• A large variety of QUIC libraries is deployed impacting scans and the Internet
• Thorough testing and evaluations are required
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ABSTRACT
After nearly five years and 34 draft versions, standardization of the
new connection oriented transport protocol QUIC was finalized
in May 2021. Designed as a fundamental network protocol with
increased complexity due to the combination of functionality from
multiple network stack layers, it has the potential to drastically
influence the Internet ecosystem. Nevertheless, even in its early
stages, the protocol attracted a variety of parties including large
providers. Our study shows, that more than 2.3M IPv4 and 300 k
IPv6 addresses support QUIC hosting more than 30M domains.

Using our newly implemented stateful QUIC scanner (QScanner)
we are able to successfully scan 26M targets. We show that TLS as
an integral part is similarly configured between QUIC and TLS over
TCP stacks for the same target. In comparison, we identify 45widely
varying transport parameter configurations, e.g., with differences
in the order of magnitudes for performance relevant parameters.
Combining these configurations with HTTP Server header values
and associated domains reveals two large edge deployments from
Facebook and Google. Thus, while found QUIC deployments are
located in 4667 autonomous systems, numerous of these are again
operated by large providers.

In our experience, IETF QUIC already sees an advanced deploy-
ment status mainly driven by large providers. We argue that the
current deployment state and diversity of existing implementations
and seen configurations solidifies the importance of QUIC as a fu-
ture research topic. In this work, we provide and evaluate a versatile
tool set, to identify QUIC capable hosts and their properties.

Besides the statefulQScanner we present and analyze a newly im-
plemented IPv4 and IPv6 ZMapmodule. We compare it to additional
detection methods based on HTTP Alternative Service Header val-
ues from HTTP handshakes and DNS scans of the newly drafted
HTTPS DNS resource record. While each method reveals unique
deployments the latter would allow lightweight scans to detect
QUIC capable targets but is drastically biased towards Cloudflare.
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1 INTRODUCTION
QUIC, a new connection-oriented Internet protocol was finally
standardized by the Internet Engineering Task Force (IETF) in May
2021 [21]. The protocol was initially developed and implemented
by Google and made public in 2013 [23]. Afterwards, the official
standardization process was transferred to the IETF within its own
working group1. Over the years, the base draft passed through 34
revisions before entering its last calls.

The QUIC protocol combines functionalities from different layers
of the network stack, including the transport layer, security in
the form of Transport Layer Security (TLS) and stream control to
optimize higher layer applications. The integration of QUIC into the
protocol stack and the comparison to TLS over TCP can be seen in
Figure 1. In addition to the QUIC base protocol, Hypertext Transfer
Protocol (HTTP) Version 3 is drafted [4], specifically focusing on
the deployment of HTTP on top of QUIC. This combination of
functionality from multiple layers increases the overall complexity
of a protocol and, therefore, increases the possibility of diverging
implementations, potential errors or unintended behavior.

As new, fundamental network protocol, QUIC has the potential
to drastically influence the Internet ecosystem. It attracted a variety
of providers, developers and contributors even in its early stages.
The QUIC working group already lists 22 different implementa-
tions [17]. Additionally, with the initial contribution from Google,
and as shown by Rüth et al. [39] in 2018 significant, productive
deployment of Google QUIC was already visible on the Internet
in early stages of the specification. By now, QUIC carries over a
third of the Google traffic [8] and Facebook reports that QUIC is

1https://tools.ietf.org/wg/quic/
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Abstract—Domain parking typically involves leveraging adver-
tisements to generate revenue on otherwise inactive domain names.
Their content is rarely of real value to users and tends to be
highly similar across parked domains. They have commonalities
beyond content alone: parked domains can share hosting and DNS
infrastructure. Parking rarely receives special treatment in existing
studies (e.g., content analyses or infrastructure concentration
studies). While the presence and possible bias introduced by
parked pages is sometimes acknowledged in studies, the studies still
treat parked domains as any other, either because differentiation
is infeasible, or because doing so is considered out-of-scope.

We argue that the impact of parked domains on analyses
regarding the current state and future development of the Internet
should not be overlooked. In this paper, we motivate this argument
through quantification, and take steps towards helping other
researchers identify parked domains.

We systematically collect a list of 82 parking services and
develop DNS-based indicators to help identify parked domains.
We next quantify the presence of parked domains, using large-scale
DNS data containing hundreds of millions of registered domain
names, representative for a significant part of the global DNS
namespace. Overall, we pinpoint 60 M parked domains, which is a
significant percentage of all names under consideration (23 %) and
identify up to 4 % of domains from top lists to be parked. These
findings demonstrate that the effect of parked pages is potentially
pronounced. We also break down into the various parking services
and DNS zones. This helps us demonstrate and further discuss
the effect that domain parking can have on research and Internet
consolidation.

Index Terms—DNS, Domain parking, Internet measurements

I. INTRODUCTION

The Internet is becoming increasingly centralized. Over
the past years, the development towards centralization and
consolidation has emerged as an important subject of discussion
among research and network operator communities.

The upsurge of Content Delivery Networks (CDNs) has
added to Internet centralization. A number of recent studies
evaluate properties of CDNs and consolidation – related in
particular to the web and Domain Name System (DNS) ecosys-
tems – and offer a basis on which to discuss and evaluate
its impacts [1]–[6]. To evaluate trends and possible impacts,
studies often rely on domain names and an analysis of the
infrastructure with which names are associated. In such studies,
domain names are usually treated the same, even though not all
names are equal. In particular, domains can be parked. Domain

parking is a concept to generate revenue from registered but
otherwise unused domains, for example via advertisements.
So-called domain parking providers offer the means for such
monetization.

Parking pages differ from user-centric web content. Their
content is of little use and importance to users, yet similar
across parked domains. Hosting and DNS infrastructure can
also be in common. As a result, parked domains can introduce
bias in centralization studies. While some studies do mention
this limitation, differentiating parked domains is then either
considered infeasible or out of scope.

We argue that parked domains require consideration when
evaluating and discussing Internet consolidation. To this end,
we quantify the prevalence of parked domains at scale across
multiple Top Level Domains (TLDs) but also top lists. We
further evaluate the impact of domain parking on DNS and
hosting providers, e.g., CDNs, and reason about effects of
lack of consideration in related studies. To the best of our
knowledge, we are the first to offer this perspective. This work
does not evaluate the monetization schemes of domain parking
services, individually hosted domains or potential wrongdoing
(e.g., typo-squatting) and vulnerabilities.

Our contributions in this work are:
(i) We systematically collect 82 parking, marketplace and

placeholder services. We analyze their modus operandi and
develop DNS-based indicators that enable identifying parked
domains. We share these with the community to lower the
barriers to considering parked domains;

(ii) We study the prevalence of domain parking using multi-
ple sources of large-scale DNS data. These data are representa-
tive for a sizable part of the global DNS namespace, containing
hundreds of millions of registered domain names from well
over 1 k TLDs, including country-code TLDs (ccTLDs), legacy
generic TLDs (gTLDs) such as .com, and newer gTLDs such
as .tokyo;

(iii) With our new-found insights into parked domain name
prevalence, we discuss findings from existing research regarding
the development and consolidation of the Internet and of CDNs.

We identify domain name parking services in Section II.
In Section III, we outline the data sources on the basis of
which we study the prevalence of domain parking. We present
our analyses on prevalence and the impact on effective TLDs978-3-903176-47-8 ©2022 IFIP

IMC’22
Rusty Clusters? Dusting an IPv6 Research Foundation
Johannes Zirngibl

Technical University of Munich
Germany

zirngibl@net.in.tum.de

Lion Steger
Technical University of Munich

Germany
stegerl@net.in.tum.de

Patrick Sattler
Technical University of Munich

Germany
sattler@net.in.tum.de

Oliver Gasser
Max Planck Institute for Informatics

Germany
oliver.gasser@mpi-inf.mpg.de

Georg Carle
Technical University of Munich

Germany
carle@net.in.tum.de

ABSTRACT
The long-running IPv6 Hitlist service is an important foundation for
IPv6 measurement studies. It helps to overcome infeasible, complete
address space scans by collecting valuable, unbiased IPv6 address
candidates and regularly testing their responsiveness. However, the
Internet itself is a quickly changing ecosystem that can affect long-
running services, potentially inducing biases and obscurities into
ongoing data collection means. Frequent analyses but also updates
are necessary to enable a valuable service to the community.

In this paper, we show that the existing hitlist is highly impacted
by the Great Firewall of China, and we offer a cleaned view on
the development of responsive addresses. While the accumulated
input shows an increasing bias towards some networks, the cleaned
set of responsive addresses is well distributed and shows a steady
increase.

Although it is a best practice to remove aliased prefixes from
IPv6 hitlists, we show that this also removes major content deliv-
ery networks. More than 98 % of all IPv6 addresses announced by
Fastly were labeled as aliased and Cloudflare prefixes hosting more
than 10M domains were excluded. Depending on the hitlist usage,
e.g., higher layer protocol scans, inclusion of addresses from these
providers can be valuable.

Lastly, we evaluate different new address candidate sources, in-
cluding target generation algorithms to improve the coverage of
the current IPv6 Hitlist. We show that a combination of different
methodologies is able to identify 5.6M new, responsive addresses.
This accounts for an increase by 174% and combined with the
current IPv6 Hitlist, we identify 8.8M responsive addresses.

CCS CONCEPTS
• Networks → Network structure; Naming and addressing;
Network measurement.
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1 INTRODUCTION
The usage and importance of IPv6 are steadily increasing [6, 24, 37].
With the IPv4 address depletion of all but one Regional Internet
Registry (RIR), the necessity to deploy IPv6 is prevalent for more
and more operators and content providers. While this develop-
ment is generally positive, it imposes fundamental difficulties to
research and network analysis. The immense size of the address
space, combined with the sparse distribution of used addresses
renders active IPv6 measurements difficult. While tools like ZMap
effectively scan the complete IPv4 address space, complete scans
for IPv6 are impossible.

With the publication of the IPv6 Hitlist service in 2018, Gasser et
al. [22] established an ongoing service that collects IPv6 address
candidates, identifies aliased prefixes, and tests the responsiveness
in respect to different protocols, namely ICMP, TCP on port 80
(HTTP) and 443 (HTTPS), and UDP on port 53 (DNS) and 443
(QUIC) (see Figure 1). The service is well maintained, up to date and
has been used as de-facto standard for IPv6 analysis and scans, e.g.,
[2, 7, 16, 38, 42, 51]. However, it has not seen significant updates or
analyses since its initial publication. Changes in the usage of IPv6
and input sources might have influenced the quality of the service
since 2018. Furthermore, a variety of methodologies to generate
likely responsive addresses emerged [13–15, 29, 49] but have not
been established as ongoing service publishing data.
Our main contributions in this work are:

(i) We evaluate the development of the IPv6 Hitlist over the
last four years and new biases introduced by the accumulation of
new addresses. Our findings allow us to filter targets incorrectly
tested as responsive. We identify 134M addresses falsely reported
as responsive to UDP/53 by the IPv6 Hitlist since 2018 due to the
Great Firewall of China’s DNS injection.

(ii) We analyze aliased prefixes in more detail and investigate
whether the initial definition of a single host responsive to a com-
plete prefix remains correct or whether a set of addresses needs to
be treated differently. We show that aliased prefixes host at least
15M domains including ranked domains from different top lists
[1, 12, 31]. In combination with additional findings, we suggest
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Abstract—Internet measurements are a crucial foundation of
IPv6-related research. Due to the infeasibility of full address space
scans for IPv6 however, those measurements rely on collections
of reliably responsive, unbiased addresses, as provided e.g., by
the IPv6 Hitlist service. Although used for various use cases, the
hitlist provides an unfiltered list of responsive addresses, the hosts
behind which can come from a range of different networks and
devices, such as web servers, customer-premises equipment (CPE)
devices, and Internet infrastructure.

In this paper, we demonstrate the importance of tailoring
hitlists in accordance with the research goal in question. By
using PeeringDB we classify hitlist addresses into six different
network categories, uncovering that 42% of hitlist addresses are
in ISP networks. Moreover, we show the different behavior of
those addresses depending on their respective category, e.g., ISP
addresses exhibiting a relatively low lifetime. Furthermore, we
analyze different Target Generation Algorithms (TGAs), which are
used to increase the coverage of IPv6 measurements by generating
new responsive targets for scans. We evaluate their performance
under various conditions and find generated addresses to show
vastly differing responsiveness levels for different TGAs.

I. INTRODUCTION

The adoption of IPv6 is continuously increasing, with on
average 40% of all Google users connecting via IPv6 in March
2023 [1]. Due to the sheer size and sparse population of the
IPv6 address space, exhaustive scans such as in IPv4 [2], [3]
are infeasible in the IPv6 Internet. Therefore, Internet mea-
surements targeting IPv6 hosts rely on up-to-date collections
of responsive addresses, often known as Hitlists. Moreover,
the success of these measurements heavily depends on the
quality of their input, reliable targets, and high coverage of
the active IPv6 Internet. While use cases for such hitlists
can vary greatly, hitlists are usually a collection of addresses
belonging to different types of devices, such as routers, web
servers, or customer-premises equipment (CPE) devices, treated
as a homogeneous set. This is very inefficient for many
measurement studies, as these targets can be expected to be
found in completely different network types. For example,
a study on self-hosted video platforms would mainly target
educational and company networks, while a study on web
content will target vastly different networks, such as Content
Delivery Networks (CDNs) and hosting providers. These studies
could profit from a categorization of hitlist addresses, as this

could allow more focused scans resulting in a reduced scanning
overhead and lower load on the network.

The most popular and commonly used IPv6 Hitlist by
Gasser et al. [4], [5] combines IPv6 addresses from differ-
ent sources and performs regular scans to ensure reliable
responsiveness. However, little is known about the current
and historic composition of the IPv6 Hitlist, namely which
categories of addresses it contains and whether there is a bias
towards CPE devices, routers, or servers. This makes the use
of the hitlist unnecessarily difficult and inefficient for many
measurement studies. We address this problem by analyzing the
different network categories represented in the data provided
by the hitlist service and showing how the categorization of
the contained addresses improves the hitlists’ usability.

In addition to hitlists, different approaches exist to increase
IPv6 address coverage, e.g., by generating new targets. This is
often achieved through so-called Target Generation Algorithms
(TGAs), which employ different methods such as machine
learning [6], [7] and other pattern recognition techniques [8],
[9]. Similar to hitlists, little is known about characteristics of
TGAs with respect to input from different categories, whether
they exbhibit biases towards specific address categories, or
whether their results can be improved given more specific input.
Therefore, existing TGAs could benefit from categorizing their
input, enabling them to spend their algorithmic and scanning
budget on application-tailored target generation.

In this paper, we perform an in-depth analysis of the IPv6
Hitlist as well as TGAs by categorizing IPv6 addresses. This
research enables fellow researchers to make better use of the
IPv6 Hitlist and TGAs. Our contributions in this work are:

1. IPv6 Hitlist address categorization: We analyze the
IPv6 Hitlist by Gasser et al. with respect to IP address
categories. We show that it includes addresses from a
variety of categories, e.g., Internet Service Provider (ISP)
and Network Service Provider (NSP) in the input but also
the set of responsive addresses, finding a general bias
towards ISP networks with 42% of responsive addresses.

2. Characterization of address categories: We evaluate
whether addresses from differing categories exhibit dif-
ferent behavior over time. We show that addresses from
educational and content serving networks are more stable
with a median of over 200 days uptime, while ISP ad-
dresses are often only responsive during a single scan. ISP978-3-903176-58-4 ©2023 IFIP
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Internet-wide scans are an important tool to evaluate the deployment of services. To enable large-scale
application layer scans, a fast, stateless port scan (e.g., using ZMap) is often performed ahead of time to collect
responsive targets. It is a common expectation that port scans on the entire IPv4 address space provide a
relatively unbiased view as they cover the complete address space. Previous work, however, has found prefixes
where all addresses share particular properties. In IPv6, aliased prefixes and fully responsive prefixes, i.e.,
prefixes where all addresses are responsive, are a well-known phenomenon. However, there is no such in-depth
analysis for prefixes with these responsiveness patterns in IPv4.

This paper delves into the underlying factors of this phenomenon in the context of IPv4 and evaluates port
scans on a total of 161 ports (142 TCP & 19 UDP ports) from three different vantage points. To account for
packet loss and other scanning artifacts, we propose the notion of a new category of prefixes, which we call
highly responsive prefixes (HRPs). Our findings show that the share of HRPs can make up 70 % of responsive
addresses on selected ports. Regarding specific ports, we observe that CDNs contribute to the largest fraction
of HRPs on TCP/80 and TCP/443, while TCP proxies emerge as the primary cause of HRPs on other ports.
Our analysis also reveals that application layer handshakes to targets outside HRPs are, depending on the
chosen service, up to three times more likely to be successful compared to handshakes with targets located in
HRPs. To improve future scanning campaigns conducted by the research community, we make our study’s
data publicly available and provide a tool for detecting HRPs. Furthermore, we propose an approach for a
more efficient, ethical, and sustainable application layer target selection. We demonstrate that our approach
has the potential to reduce the number of TLS handshakes by up to 75 % during an Internet-wide scan while
successfully obtaining 99 % of all unique certificates.

CCS Concepts: • Networks→ Middle boxes / network appliances; Network measurement; Public Internet.
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Abstract—The Internet Engineering Task Force is standard-
izing new DNS resource records, namely SVCB and HTTPS.
Both records inform clients about endpoint and service
properties such as supported application layer protocols, IP
address hints or Encrypted Client Hello (ECH) information.
Therefore, they allow clients to reduce required DNS queries
and potential retries during connection establishment and
thus help to improve the quality of experience and privacy
of the client. The latter is achieved by reducing visible meta-
data, which is further improved with encrypted DNS and
ECH.

The standardization is in its final stages and companies
announced support, e.g., Cloudflare and Apple. Therefore,
we provide the first large-scale overview of actual record
deployment by analyzing more than 400 M domains. We find
3.96 k SVCB and 10.5 M HTTPS records. As of March 2023,
Cloudflare hosts and serves most domains, and most records
only contain Application-Layer Protocol Negotiation (ALPN)
and IP address hints. Besides Cloudflare, we see adoption by
a variety of authoritative name servers and hosting providers
indicating increased adoption in the near future. Lastly, we
can verify the correctness of records for more than 93 % of
domains based on three application layer scans.

1. Introduction

With the ongoing development of the Internet, avail-
able protocols and versions, a general requirement is
getting more important, namely information about sup-
ported application layer protocols, versions and proper-
ties by individual endpoints. The latter information can
be exchanged during a handshake or first communication
(e.g., Alternative Service (ALT-SVC) Headers in Hyper-
text Transfer Protocol (HTTP)). However, missing knowl-
edge increases the handshake duration and information
from existing solutions can only be used in subsequent
connections. Each connection attempt and the potential
use of insecure protocols reveals further meta-data related
to a client and its desired connection, thus impacting its
privacy and security.

To circumvent this problem, the Internet Engineering
Task Force (IETF) works on a new general Domain
Name System Resource Record (DNS RR) named SVCB
(”SerViCe Binding”) that provides service bindings for a
domain [23]. This record accomplishes two major goals,
directing a client (i) to another alias or (ii) to an endpoint
including service information. As a first subtype, the
HTTPS DNS RR is specified with a focus on Hypertext
Transfer Protocol Secure (HTTPS) endpoints. The records
allow a client to receive all required information, namely
supported protocols, used ports and IP addresses, using a

single, recursive DNS query. Provided information can be
used to directly establish a secure communication chan-
nel using a protocol both endpoints support. Information
about available application protocols and their explicit
version can also reduce the risk of on-path or downgrade
attacks, e.g., make HTTP Strict Transport Security (HSTS)
obsolete. Furthermore, the new HTTPS record is supposed
to be extended to provide ECH information to the client in
the future. Once specified and deployed, ECH [21] further
reduces the visibility of connection-related meta-data, e.g.,
the Server Name Indication (SNI).

Quick and widespread deployment of these new
records can drastically improve the privacy of clients on
the Internet. Different operators including Cloudflare [3]
and Akamai [2] but also client software, e.g., Apple iOS
[25] and Google Chromium [8] have already announced
support for the new records.
Therefore, we set out to evaluate actual deployments and
availability of the new records based on a large-scale
measurement. Our contributions in this paper are:

(i) We evaluate the support of new records for more
than 400 M domains. We show that the deployment is
mostly driven by Cloudflare. However, other operators
show initial deployment as well.

(ii) We evaluate the properties of received records and
their implication for a client and established connections.
We show that most domains have records with service
information, mainly Application-Layer Protocol Negoti-
ation (ALPN) values and ipv4- and ipv6hints. Further
parameters are rarely visible.

(iii) We verify the correctness of received information
with application layer scans. We were able to connect to
96 % of targets extracted from HTTPS records.

2. Background

The SVCB DNS RR represents a more general record
to be used with different service types, while the HTTPS
DNS RR is specifically designed to be used with HTTPS.
These DNS RRs allow clients to select the correct service
properties directly. To indicate the desired service, do-
mains for SVCB records should be prefixed with Attrleaf
labels [10] (e.g., dns). Using HTTPS records implies
HTTP as service. Table 1 shows two example records.
IETF designs both records to be flexible and expandable.
The first SVCB record is in alias mode, indicated by
the priority of 0, and redirects the domain to another
target name. In comparison to canonical name (CNAME)
records, this is also possible at the apex of a zone [23].

The second HTTPS record is in service mode and
provides further information about the endpoint. In service
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Abstract. The diversity of QUIC implementations poses challenges for
Internet measurements and the analysis of the QUIC ecosystem. While
all implementations follow the same specification and there is general
interoperability, differences in performance, functionality, but also secu-
rity (e.g., due to bugs) can be expected. Therefore, knowledge about
the implementation of an endpoint on the Internet can help researchers,
operators, and users to better analyze connections, performance, and
security. In this work, we improved the detection rate of QUIC scans to
find more deployments and provide an approach to effectively identify
QUIC server libraries based on CONNECTION CLOSE frames and transport
parameter orders. We performed Internet-wide scans and identified at
least one deployment for 18 QUIC libraries. In total, we can identify
the libraries with 8.0 M IPv4 and 2.5 M IPv6 addresses. We provide a
comprehensive view of the landscape of competing QUIC libraries.

1 Introduction

Based on UDP, the new QUIC protocol [17] can be implemented in user space
and has thus seen wide attention from various implementors [16]. Several oper-
ators (e.g., Cloudflare [5]), as well as open source teams, started to implement
QUIC libraries during the standardization process. They regularly update their
implementations to follow new developments and improve their library.

Even though all libraries follow the same standard, implementation differ-
ences are to be expected. Related work has shown that these differences affect
functionality [24,36] and performance [18,42,47]. They can drastically influ-
ence scans, e.g., during deployment detection as shown in this work, and future
research. It is important to differentiate between effects due to the network, the
protocol specification, and implementation specifics. The assessment of perfor-
mance and bottlenecks of QUIC connections on the Internet [4] or new QUIC
features [19,33] could be improved considering the involved libraries. Therefore,
means to properly scan and identify QUIC libraries and an overview of their
deployment on the Internet are essential. Our key contributions in this work are:

(i) We analyze current QUIC scanning approaches and propose a new ZMap
approach to identify more deployments. We evaluate the current state of QUIC
deployments and analyze the importance of Server Name Indication (SNI) values.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
P. Richter et al. (Eds.): PAM 2024, LNCS 14538, pp. 273–290, 2024.
https://doi.org/10.1007/978-3-031-56252-5_13
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Summary

This work provides the methodologies and tools and insights to effectively identify and analyze QUIC
deployments as part of the Internet ecosystem

• All developed tools are open source and measurements setup as regular service
• The IPv6 Hitlist is in an improved state, with more addresses and running regularly
• DNS resolutions are important (but not necessarily all domains are interesting)

• To identify IPv6 targets
• To identify SNI values for TLS or QUIC scans

• A large variety of QUIC libraries is deployed impacting scans and the Internet
• Thorough testing and evaluations are required
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ABSTRACT
After nearly five years and 34 draft versions, standardization of the
new connection oriented transport protocol QUIC was finalized
in May 2021. Designed as a fundamental network protocol with
increased complexity due to the combination of functionality from
multiple network stack layers, it has the potential to drastically
influence the Internet ecosystem. Nevertheless, even in its early
stages, the protocol attracted a variety of parties including large
providers. Our study shows, that more than 2.3M IPv4 and 300 k
IPv6 addresses support QUIC hosting more than 30M domains.

Using our newly implemented stateful QUIC scanner (QScanner)
we are able to successfully scan 26M targets. We show that TLS as
an integral part is similarly configured between QUIC and TLS over
TCP stacks for the same target. In comparison, we identify 45widely
varying transport parameter configurations, e.g., with differences
in the order of magnitudes for performance relevant parameters.
Combining these configurations with HTTP Server header values
and associated domains reveals two large edge deployments from
Facebook and Google. Thus, while found QUIC deployments are
located in 4667 autonomous systems, numerous of these are again
operated by large providers.

In our experience, IETF QUIC already sees an advanced deploy-
ment status mainly driven by large providers. We argue that the
current deployment state and diversity of existing implementations
and seen configurations solidifies the importance of QUIC as a fu-
ture research topic. In this work, we provide and evaluate a versatile
tool set, to identify QUIC capable hosts and their properties.

Besides the statefulQScanner we present and analyze a newly im-
plemented IPv4 and IPv6 ZMapmodule. We compare it to additional
detection methods based on HTTP Alternative Service Header val-
ues from HTTP handshakes and DNS scans of the newly drafted
HTTPS DNS resource record. While each method reveals unique
deployments the latter would allow lightweight scans to detect
QUIC capable targets but is drastically biased towards Cloudflare.

Permission to make digital or hard copies of part or all of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for third-party components of this work must be honored.
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1 INTRODUCTION
QUIC, a new connection-oriented Internet protocol was finally
standardized by the Internet Engineering Task Force (IETF) in May
2021 [21]. The protocol was initially developed and implemented
by Google and made public in 2013 [23]. Afterwards, the official
standardization process was transferred to the IETF within its own
working group1. Over the years, the base draft passed through 34
revisions before entering its last calls.

The QUIC protocol combines functionalities from different layers
of the network stack, including the transport layer, security in
the form of Transport Layer Security (TLS) and stream control to
optimize higher layer applications. The integration of QUIC into the
protocol stack and the comparison to TLS over TCP can be seen in
Figure 1. In addition to the QUIC base protocol, Hypertext Transfer
Protocol (HTTP) Version 3 is drafted [4], specifically focusing on
the deployment of HTTP on top of QUIC. This combination of
functionality from multiple layers increases the overall complexity
of a protocol and, therefore, increases the possibility of diverging
implementations, potential errors or unintended behavior.

As new, fundamental network protocol, QUIC has the potential
to drastically influence the Internet ecosystem. It attracted a variety
of providers, developers and contributors even in its early stages.
The QUIC working group already lists 22 different implementa-
tions [17]. Additionally, with the initial contribution from Google,
and as shown by Rüth et al. [39] in 2018 significant, productive
deployment of Google QUIC was already visible on the Internet
in early stages of the specification. By now, QUIC carries over a
third of the Google traffic [8] and Facebook reports that QUIC is

1https://tools.ietf.org/wg/quic/
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Abstract—Domain parking typically involves leveraging adver-
tisements to generate revenue on otherwise inactive domain names.
Their content is rarely of real value to users and tends to be
highly similar across parked domains. They have commonalities
beyond content alone: parked domains can share hosting and DNS
infrastructure. Parking rarely receives special treatment in existing
studies (e.g., content analyses or infrastructure concentration
studies). While the presence and possible bias introduced by
parked pages is sometimes acknowledged in studies, the studies still
treat parked domains as any other, either because differentiation
is infeasible, or because doing so is considered out-of-scope.

We argue that the impact of parked domains on analyses
regarding the current state and future development of the Internet
should not be overlooked. In this paper, we motivate this argument
through quantification, and take steps towards helping other
researchers identify parked domains.

We systematically collect a list of 82 parking services and
develop DNS-based indicators to help identify parked domains.
We next quantify the presence of parked domains, using large-scale
DNS data containing hundreds of millions of registered domain
names, representative for a significant part of the global DNS
namespace. Overall, we pinpoint 60 M parked domains, which is a
significant percentage of all names under consideration (23 %) and
identify up to 4 % of domains from top lists to be parked. These
findings demonstrate that the effect of parked pages is potentially
pronounced. We also break down into the various parking services
and DNS zones. This helps us demonstrate and further discuss
the effect that domain parking can have on research and Internet
consolidation.

Index Terms—DNS, Domain parking, Internet measurements

I. INTRODUCTION

The Internet is becoming increasingly centralized. Over
the past years, the development towards centralization and
consolidation has emerged as an important subject of discussion
among research and network operator communities.

The upsurge of Content Delivery Networks (CDNs) has
added to Internet centralization. A number of recent studies
evaluate properties of CDNs and consolidation – related in
particular to the web and Domain Name System (DNS) ecosys-
tems – and offer a basis on which to discuss and evaluate
its impacts [1]–[6]. To evaluate trends and possible impacts,
studies often rely on domain names and an analysis of the
infrastructure with which names are associated. In such studies,
domain names are usually treated the same, even though not all
names are equal. In particular, domains can be parked. Domain

parking is a concept to generate revenue from registered but
otherwise unused domains, for example via advertisements.
So-called domain parking providers offer the means for such
monetization.

Parking pages differ from user-centric web content. Their
content is of little use and importance to users, yet similar
across parked domains. Hosting and DNS infrastructure can
also be in common. As a result, parked domains can introduce
bias in centralization studies. While some studies do mention
this limitation, differentiating parked domains is then either
considered infeasible or out of scope.

We argue that parked domains require consideration when
evaluating and discussing Internet consolidation. To this end,
we quantify the prevalence of parked domains at scale across
multiple Top Level Domains (TLDs) but also top lists. We
further evaluate the impact of domain parking on DNS and
hosting providers, e.g., CDNs, and reason about effects of
lack of consideration in related studies. To the best of our
knowledge, we are the first to offer this perspective. This work
does not evaluate the monetization schemes of domain parking
services, individually hosted domains or potential wrongdoing
(e.g., typo-squatting) and vulnerabilities.

Our contributions in this work are:
(i) We systematically collect 82 parking, marketplace and

placeholder services. We analyze their modus operandi and
develop DNS-based indicators that enable identifying parked
domains. We share these with the community to lower the
barriers to considering parked domains;

(ii) We study the prevalence of domain parking using multi-
ple sources of large-scale DNS data. These data are representa-
tive for a sizable part of the global DNS namespace, containing
hundreds of millions of registered domain names from well
over 1 k TLDs, including country-code TLDs (ccTLDs), legacy
generic TLDs (gTLDs) such as .com, and newer gTLDs such
as .tokyo;

(iii) With our new-found insights into parked domain name
prevalence, we discuss findings from existing research regarding
the development and consolidation of the Internet and of CDNs.

We identify domain name parking services in Section II.
In Section III, we outline the data sources on the basis of
which we study the prevalence of domain parking. We present
our analyses on prevalence and the impact on effective TLDs978-3-903176-47-8 ©2022 IFIP
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ABSTRACT
The long-running IPv6 Hitlist service is an important foundation for
IPv6 measurement studies. It helps to overcome infeasible, complete
address space scans by collecting valuable, unbiased IPv6 address
candidates and regularly testing their responsiveness. However, the
Internet itself is a quickly changing ecosystem that can affect long-
running services, potentially inducing biases and obscurities into
ongoing data collection means. Frequent analyses but also updates
are necessary to enable a valuable service to the community.

In this paper, we show that the existing hitlist is highly impacted
by the Great Firewall of China, and we offer a cleaned view on
the development of responsive addresses. While the accumulated
input shows an increasing bias towards some networks, the cleaned
set of responsive addresses is well distributed and shows a steady
increase.

Although it is a best practice to remove aliased prefixes from
IPv6 hitlists, we show that this also removes major content deliv-
ery networks. More than 98 % of all IPv6 addresses announced by
Fastly were labeled as aliased and Cloudflare prefixes hosting more
than 10M domains were excluded. Depending on the hitlist usage,
e.g., higher layer protocol scans, inclusion of addresses from these
providers can be valuable.

Lastly, we evaluate different new address candidate sources, in-
cluding target generation algorithms to improve the coverage of
the current IPv6 Hitlist. We show that a combination of different
methodologies is able to identify 5.6M new, responsive addresses.
This accounts for an increase by 174% and combined with the
current IPv6 Hitlist, we identify 8.8M responsive addresses.

CCS CONCEPTS
• Networks → Network structure; Naming and addressing;
Network measurement.
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1 INTRODUCTION
The usage and importance of IPv6 are steadily increasing [6, 24, 37].
With the IPv4 address depletion of all but one Regional Internet
Registry (RIR), the necessity to deploy IPv6 is prevalent for more
and more operators and content providers. While this develop-
ment is generally positive, it imposes fundamental difficulties to
research and network analysis. The immense size of the address
space, combined with the sparse distribution of used addresses
renders active IPv6 measurements difficult. While tools like ZMap
effectively scan the complete IPv4 address space, complete scans
for IPv6 are impossible.

With the publication of the IPv6 Hitlist service in 2018, Gasser et
al. [22] established an ongoing service that collects IPv6 address
candidates, identifies aliased prefixes, and tests the responsiveness
in respect to different protocols, namely ICMP, TCP on port 80
(HTTP) and 443 (HTTPS), and UDP on port 53 (DNS) and 443
(QUIC) (see Figure 1). The service is well maintained, up to date and
has been used as de-facto standard for IPv6 analysis and scans, e.g.,
[2, 7, 16, 38, 42, 51]. However, it has not seen significant updates or
analyses since its initial publication. Changes in the usage of IPv6
and input sources might have influenced the quality of the service
since 2018. Furthermore, a variety of methodologies to generate
likely responsive addresses emerged [13–15, 29, 49] but have not
been established as ongoing service publishing data.
Our main contributions in this work are:

(i) We evaluate the development of the IPv6 Hitlist over the
last four years and new biases introduced by the accumulation of
new addresses. Our findings allow us to filter targets incorrectly
tested as responsive. We identify 134M addresses falsely reported
as responsive to UDP/53 by the IPv6 Hitlist since 2018 due to the
Great Firewall of China’s DNS injection.

(ii) We analyze aliased prefixes in more detail and investigate
whether the initial definition of a single host responsive to a com-
plete prefix remains correct or whether a set of addresses needs to
be treated differently. We show that aliased prefixes host at least
15M domains including ranked domains from different top lists
[1, 12, 31]. In combination with additional findings, we suggest
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Abstract—Internet measurements are a crucial foundation of
IPv6-related research. Due to the infeasibility of full address space
scans for IPv6 however, those measurements rely on collections
of reliably responsive, unbiased addresses, as provided e.g., by
the IPv6 Hitlist service. Although used for various use cases, the
hitlist provides an unfiltered list of responsive addresses, the hosts
behind which can come from a range of different networks and
devices, such as web servers, customer-premises equipment (CPE)
devices, and Internet infrastructure.

In this paper, we demonstrate the importance of tailoring
hitlists in accordance with the research goal in question. By
using PeeringDB we classify hitlist addresses into six different
network categories, uncovering that 42% of hitlist addresses are
in ISP networks. Moreover, we show the different behavior of
those addresses depending on their respective category, e.g., ISP
addresses exhibiting a relatively low lifetime. Furthermore, we
analyze different Target Generation Algorithms (TGAs), which are
used to increase the coverage of IPv6 measurements by generating
new responsive targets for scans. We evaluate their performance
under various conditions and find generated addresses to show
vastly differing responsiveness levels for different TGAs.

I. INTRODUCTION

The adoption of IPv6 is continuously increasing, with on
average 40% of all Google users connecting via IPv6 in March
2023 [1]. Due to the sheer size and sparse population of the
IPv6 address space, exhaustive scans such as in IPv4 [2], [3]
are infeasible in the IPv6 Internet. Therefore, Internet mea-
surements targeting IPv6 hosts rely on up-to-date collections
of responsive addresses, often known as Hitlists. Moreover,
the success of these measurements heavily depends on the
quality of their input, reliable targets, and high coverage of
the active IPv6 Internet. While use cases for such hitlists
can vary greatly, hitlists are usually a collection of addresses
belonging to different types of devices, such as routers, web
servers, or customer-premises equipment (CPE) devices, treated
as a homogeneous set. This is very inefficient for many
measurement studies, as these targets can be expected to be
found in completely different network types. For example,
a study on self-hosted video platforms would mainly target
educational and company networks, while a study on web
content will target vastly different networks, such as Content
Delivery Networks (CDNs) and hosting providers. These studies
could profit from a categorization of hitlist addresses, as this

could allow more focused scans resulting in a reduced scanning
overhead and lower load on the network.

The most popular and commonly used IPv6 Hitlist by
Gasser et al. [4], [5] combines IPv6 addresses from differ-
ent sources and performs regular scans to ensure reliable
responsiveness. However, little is known about the current
and historic composition of the IPv6 Hitlist, namely which
categories of addresses it contains and whether there is a bias
towards CPE devices, routers, or servers. This makes the use
of the hitlist unnecessarily difficult and inefficient for many
measurement studies. We address this problem by analyzing the
different network categories represented in the data provided
by the hitlist service and showing how the categorization of
the contained addresses improves the hitlists’ usability.

In addition to hitlists, different approaches exist to increase
IPv6 address coverage, e.g., by generating new targets. This is
often achieved through so-called Target Generation Algorithms
(TGAs), which employ different methods such as machine
learning [6], [7] and other pattern recognition techniques [8],
[9]. Similar to hitlists, little is known about characteristics of
TGAs with respect to input from different categories, whether
they exbhibit biases towards specific address categories, or
whether their results can be improved given more specific input.
Therefore, existing TGAs could benefit from categorizing their
input, enabling them to spend their algorithmic and scanning
budget on application-tailored target generation.

In this paper, we perform an in-depth analysis of the IPv6
Hitlist as well as TGAs by categorizing IPv6 addresses. This
research enables fellow researchers to make better use of the
IPv6 Hitlist and TGAs. Our contributions in this work are:

1. IPv6 Hitlist address categorization: We analyze the
IPv6 Hitlist by Gasser et al. with respect to IP address
categories. We show that it includes addresses from a
variety of categories, e.g., Internet Service Provider (ISP)
and Network Service Provider (NSP) in the input but also
the set of responsive addresses, finding a general bias
towards ISP networks with 42% of responsive addresses.

2. Characterization of address categories: We evaluate
whether addresses from differing categories exhibit dif-
ferent behavior over time. We show that addresses from
educational and content serving networks are more stable
with a median of over 200 days uptime, while ISP ad-
dresses are often only responsive during a single scan. ISP978-3-903176-58-4 ©2023 IFIP
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Internet-wide scans are an important tool to evaluate the deployment of services. To enable large-scale
application layer scans, a fast, stateless port scan (e.g., using ZMap) is often performed ahead of time to collect
responsive targets. It is a common expectation that port scans on the entire IPv4 address space provide a
relatively unbiased view as they cover the complete address space. Previous work, however, has found prefixes
where all addresses share particular properties. In IPv6, aliased prefixes and fully responsive prefixes, i.e.,
prefixes where all addresses are responsive, are a well-known phenomenon. However, there is no such in-depth
analysis for prefixes with these responsiveness patterns in IPv4.

This paper delves into the underlying factors of this phenomenon in the context of IPv4 and evaluates port
scans on a total of 161 ports (142 TCP & 19 UDP ports) from three different vantage points. To account for
packet loss and other scanning artifacts, we propose the notion of a new category of prefixes, which we call
highly responsive prefixes (HRPs). Our findings show that the share of HRPs can make up 70 % of responsive
addresses on selected ports. Regarding specific ports, we observe that CDNs contribute to the largest fraction
of HRPs on TCP/80 and TCP/443, while TCP proxies emerge as the primary cause of HRPs on other ports.
Our analysis also reveals that application layer handshakes to targets outside HRPs are, depending on the
chosen service, up to three times more likely to be successful compared to handshakes with targets located in
HRPs. To improve future scanning campaigns conducted by the research community, we make our study’s
data publicly available and provide a tool for detecting HRPs. Furthermore, we propose an approach for a
more efficient, ethical, and sustainable application layer target selection. We demonstrate that our approach
has the potential to reduce the number of TLS handshakes by up to 75 % during an Internet-wide scan while
successfully obtaining 99 % of all unique certificates.
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Abstract—The Internet Engineering Task Force is standard-
izing new DNS resource records, namely SVCB and HTTPS.
Both records inform clients about endpoint and service
properties such as supported application layer protocols, IP
address hints or Encrypted Client Hello (ECH) information.
Therefore, they allow clients to reduce required DNS queries
and potential retries during connection establishment and
thus help to improve the quality of experience and privacy
of the client. The latter is achieved by reducing visible meta-
data, which is further improved with encrypted DNS and
ECH.

The standardization is in its final stages and companies
announced support, e.g., Cloudflare and Apple. Therefore,
we provide the first large-scale overview of actual record
deployment by analyzing more than 400 M domains. We find
3.96 k SVCB and 10.5 M HTTPS records. As of March 2023,
Cloudflare hosts and serves most domains, and most records
only contain Application-Layer Protocol Negotiation (ALPN)
and IP address hints. Besides Cloudflare, we see adoption by
a variety of authoritative name servers and hosting providers
indicating increased adoption in the near future. Lastly, we
can verify the correctness of records for more than 93 % of
domains based on three application layer scans.

1. Introduction

With the ongoing development of the Internet, avail-
able protocols and versions, a general requirement is
getting more important, namely information about sup-
ported application layer protocols, versions and proper-
ties by individual endpoints. The latter information can
be exchanged during a handshake or first communication
(e.g., Alternative Service (ALT-SVC) Headers in Hyper-
text Transfer Protocol (HTTP)). However, missing knowl-
edge increases the handshake duration and information
from existing solutions can only be used in subsequent
connections. Each connection attempt and the potential
use of insecure protocols reveals further meta-data related
to a client and its desired connection, thus impacting its
privacy and security.

To circumvent this problem, the Internet Engineering
Task Force (IETF) works on a new general Domain
Name System Resource Record (DNS RR) named SVCB
(”SerViCe Binding”) that provides service bindings for a
domain [23]. This record accomplishes two major goals,
directing a client (i) to another alias or (ii) to an endpoint
including service information. As a first subtype, the
HTTPS DNS RR is specified with a focus on Hypertext
Transfer Protocol Secure (HTTPS) endpoints. The records
allow a client to receive all required information, namely
supported protocols, used ports and IP addresses, using a

single, recursive DNS query. Provided information can be
used to directly establish a secure communication chan-
nel using a protocol both endpoints support. Information
about available application protocols and their explicit
version can also reduce the risk of on-path or downgrade
attacks, e.g., make HTTP Strict Transport Security (HSTS)
obsolete. Furthermore, the new HTTPS record is supposed
to be extended to provide ECH information to the client in
the future. Once specified and deployed, ECH [21] further
reduces the visibility of connection-related meta-data, e.g.,
the Server Name Indication (SNI).

Quick and widespread deployment of these new
records can drastically improve the privacy of clients on
the Internet. Different operators including Cloudflare [3]
and Akamai [2] but also client software, e.g., Apple iOS
[25] and Google Chromium [8] have already announced
support for the new records.
Therefore, we set out to evaluate actual deployments and
availability of the new records based on a large-scale
measurement. Our contributions in this paper are:

(i) We evaluate the support of new records for more
than 400 M domains. We show that the deployment is
mostly driven by Cloudflare. However, other operators
show initial deployment as well.

(ii) We evaluate the properties of received records and
their implication for a client and established connections.
We show that most domains have records with service
information, mainly Application-Layer Protocol Negoti-
ation (ALPN) values and ipv4- and ipv6hints. Further
parameters are rarely visible.

(iii) We verify the correctness of received information
with application layer scans. We were able to connect to
96 % of targets extracted from HTTPS records.

2. Background

The SVCB DNS RR represents a more general record
to be used with different service types, while the HTTPS
DNS RR is specifically designed to be used with HTTPS.
These DNS RRs allow clients to select the correct service
properties directly. To indicate the desired service, do-
mains for SVCB records should be prefixed with Attrleaf
labels [10] (e.g., dns). Using HTTPS records implies
HTTP as service. Table 1 shows two example records.
IETF designs both records to be flexible and expandable.
The first SVCB record is in alias mode, indicated by
the priority of 0, and redirects the domain to another
target name. In comparison to canonical name (CNAME)
records, this is also possible at the apex of a zone [23].

The second HTTPS record is in service mode and
provides further information about the endpoint. In service
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Abstract. The diversity of QUIC implementations poses challenges for
Internet measurements and the analysis of the QUIC ecosystem. While
all implementations follow the same specification and there is general
interoperability, differences in performance, functionality, but also secu-
rity (e.g., due to bugs) can be expected. Therefore, knowledge about
the implementation of an endpoint on the Internet can help researchers,
operators, and users to better analyze connections, performance, and
security. In this work, we improved the detection rate of QUIC scans to
find more deployments and provide an approach to effectively identify
QUIC server libraries based on CONNECTION CLOSE frames and transport
parameter orders. We performed Internet-wide scans and identified at
least one deployment for 18 QUIC libraries. In total, we can identify
the libraries with 8.0 M IPv4 and 2.5 M IPv6 addresses. We provide a
comprehensive view of the landscape of competing QUIC libraries.

1 Introduction

Based on UDP, the new QUIC protocol [17] can be implemented in user space
and has thus seen wide attention from various implementors [16]. Several oper-
ators (e.g., Cloudflare [5]), as well as open source teams, started to implement
QUIC libraries during the standardization process. They regularly update their
implementations to follow new developments and improve their library.

Even though all libraries follow the same standard, implementation differ-
ences are to be expected. Related work has shown that these differences affect
functionality [24,36] and performance [18,42,47]. They can drastically influ-
ence scans, e.g., during deployment detection as shown in this work, and future
research. It is important to differentiate between effects due to the network, the
protocol specification, and implementation specifics. The assessment of perfor-
mance and bottlenecks of QUIC connections on the Internet [4] or new QUIC
features [19,33] could be improved considering the involved libraries. Therefore,
means to properly scan and identify QUIC libraries and an overview of their
deployment on the Internet are essential. Our key contributions in this work are:

(i) We analyze current QUIC scanning approaches and propose a new ZMap
approach to identify more deployments. We evaluate the current state of QUIC
deployments and analyze the importance of Server Name Indication (SNI) values.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
P. Richter et al. (Eds.): PAM 2024, LNCS 14538, pp. 273–290, 2024.
https://doi.org/10.1007/978-3-031-56252-5_13
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Summary

This work provides the methodologies and tools and insights to effectively identify and analyze QUIC
deployments as part of the Internet ecosystem

• All developed tools are open source and measurements setup as regular service
• The IPv6 Hitlist is in an improved state, with more addresses and running regularly
• DNS resolutions are important (but not necessarily all domains are interesting)

• To identify IPv6 targets
• To identify SNI values for TLS or QUIC scans

• A large variety of QUIC libraries is deployed impacting scans and the Internet
• Thorough testing and evaluations are required
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ABSTRACT
After nearly five years and 34 draft versions, standardization of the
new connection oriented transport protocol QUIC was finalized
in May 2021. Designed as a fundamental network protocol with
increased complexity due to the combination of functionality from
multiple network stack layers, it has the potential to drastically
influence the Internet ecosystem. Nevertheless, even in its early
stages, the protocol attracted a variety of parties including large
providers. Our study shows, that more than 2.3M IPv4 and 300 k
IPv6 addresses support QUIC hosting more than 30M domains.

Using our newly implemented stateful QUIC scanner (QScanner)
we are able to successfully scan 26M targets. We show that TLS as
an integral part is similarly configured between QUIC and TLS over
TCP stacks for the same target. In comparison, we identify 45widely
varying transport parameter configurations, e.g., with differences
in the order of magnitudes for performance relevant parameters.
Combining these configurations with HTTP Server header values
and associated domains reveals two large edge deployments from
Facebook and Google. Thus, while found QUIC deployments are
located in 4667 autonomous systems, numerous of these are again
operated by large providers.

In our experience, IETF QUIC already sees an advanced deploy-
ment status mainly driven by large providers. We argue that the
current deployment state and diversity of existing implementations
and seen configurations solidifies the importance of QUIC as a fu-
ture research topic. In this work, we provide and evaluate a versatile
tool set, to identify QUIC capable hosts and their properties.

Besides the statefulQScanner we present and analyze a newly im-
plemented IPv4 and IPv6 ZMapmodule. We compare it to additional
detection methods based on HTTP Alternative Service Header val-
ues from HTTP handshakes and DNS scans of the newly drafted
HTTPS DNS resource record. While each method reveals unique
deployments the latter would allow lightweight scans to detect
QUIC capable targets but is drastically biased towards Cloudflare.
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1 INTRODUCTION
QUIC, a new connection-oriented Internet protocol was finally
standardized by the Internet Engineering Task Force (IETF) in May
2021 [21]. The protocol was initially developed and implemented
by Google and made public in 2013 [23]. Afterwards, the official
standardization process was transferred to the IETF within its own
working group1. Over the years, the base draft passed through 34
revisions before entering its last calls.

The QUIC protocol combines functionalities from different layers
of the network stack, including the transport layer, security in
the form of Transport Layer Security (TLS) and stream control to
optimize higher layer applications. The integration of QUIC into the
protocol stack and the comparison to TLS over TCP can be seen in
Figure 1. In addition to the QUIC base protocol, Hypertext Transfer
Protocol (HTTP) Version 3 is drafted [4], specifically focusing on
the deployment of HTTP on top of QUIC. This combination of
functionality from multiple layers increases the overall complexity
of a protocol and, therefore, increases the possibility of diverging
implementations, potential errors or unintended behavior.

As new, fundamental network protocol, QUIC has the potential
to drastically influence the Internet ecosystem. It attracted a variety
of providers, developers and contributors even in its early stages.
The QUIC working group already lists 22 different implementa-
tions [17]. Additionally, with the initial contribution from Google,
and as shown by Rüth et al. [39] in 2018 significant, productive
deployment of Google QUIC was already visible on the Internet
in early stages of the specification. By now, QUIC carries over a
third of the Google traffic [8] and Facebook reports that QUIC is

1https://tools.ietf.org/wg/quic/
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Abstract—Domain parking typically involves leveraging adver-
tisements to generate revenue on otherwise inactive domain names.
Their content is rarely of real value to users and tends to be
highly similar across parked domains. They have commonalities
beyond content alone: parked domains can share hosting and DNS
infrastructure. Parking rarely receives special treatment in existing
studies (e.g., content analyses or infrastructure concentration
studies). While the presence and possible bias introduced by
parked pages is sometimes acknowledged in studies, the studies still
treat parked domains as any other, either because differentiation
is infeasible, or because doing so is considered out-of-scope.

We argue that the impact of parked domains on analyses
regarding the current state and future development of the Internet
should not be overlooked. In this paper, we motivate this argument
through quantification, and take steps towards helping other
researchers identify parked domains.

We systematically collect a list of 82 parking services and
develop DNS-based indicators to help identify parked domains.
We next quantify the presence of parked domains, using large-scale
DNS data containing hundreds of millions of registered domain
names, representative for a significant part of the global DNS
namespace. Overall, we pinpoint 60 M parked domains, which is a
significant percentage of all names under consideration (23 %) and
identify up to 4 % of domains from top lists to be parked. These
findings demonstrate that the effect of parked pages is potentially
pronounced. We also break down into the various parking services
and DNS zones. This helps us demonstrate and further discuss
the effect that domain parking can have on research and Internet
consolidation.

Index Terms—DNS, Domain parking, Internet measurements

I. INTRODUCTION

The Internet is becoming increasingly centralized. Over
the past years, the development towards centralization and
consolidation has emerged as an important subject of discussion
among research and network operator communities.

The upsurge of Content Delivery Networks (CDNs) has
added to Internet centralization. A number of recent studies
evaluate properties of CDNs and consolidation – related in
particular to the web and Domain Name System (DNS) ecosys-
tems – and offer a basis on which to discuss and evaluate
its impacts [1]–[6]. To evaluate trends and possible impacts,
studies often rely on domain names and an analysis of the
infrastructure with which names are associated. In such studies,
domain names are usually treated the same, even though not all
names are equal. In particular, domains can be parked. Domain

parking is a concept to generate revenue from registered but
otherwise unused domains, for example via advertisements.
So-called domain parking providers offer the means for such
monetization.

Parking pages differ from user-centric web content. Their
content is of little use and importance to users, yet similar
across parked domains. Hosting and DNS infrastructure can
also be in common. As a result, parked domains can introduce
bias in centralization studies. While some studies do mention
this limitation, differentiating parked domains is then either
considered infeasible or out of scope.

We argue that parked domains require consideration when
evaluating and discussing Internet consolidation. To this end,
we quantify the prevalence of parked domains at scale across
multiple Top Level Domains (TLDs) but also top lists. We
further evaluate the impact of domain parking on DNS and
hosting providers, e.g., CDNs, and reason about effects of
lack of consideration in related studies. To the best of our
knowledge, we are the first to offer this perspective. This work
does not evaluate the monetization schemes of domain parking
services, individually hosted domains or potential wrongdoing
(e.g., typo-squatting) and vulnerabilities.

Our contributions in this work are:
(i) We systematically collect 82 parking, marketplace and

placeholder services. We analyze their modus operandi and
develop DNS-based indicators that enable identifying parked
domains. We share these with the community to lower the
barriers to considering parked domains;

(ii) We study the prevalence of domain parking using multi-
ple sources of large-scale DNS data. These data are representa-
tive for a sizable part of the global DNS namespace, containing
hundreds of millions of registered domain names from well
over 1 k TLDs, including country-code TLDs (ccTLDs), legacy
generic TLDs (gTLDs) such as .com, and newer gTLDs such
as .tokyo;

(iii) With our new-found insights into parked domain name
prevalence, we discuss findings from existing research regarding
the development and consolidation of the Internet and of CDNs.

We identify domain name parking services in Section II.
In Section III, we outline the data sources on the basis of
which we study the prevalence of domain parking. We present
our analyses on prevalence and the impact on effective TLDs978-3-903176-47-8 ©2022 IFIP
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ABSTRACT
The long-running IPv6 Hitlist service is an important foundation for
IPv6 measurement studies. It helps to overcome infeasible, complete
address space scans by collecting valuable, unbiased IPv6 address
candidates and regularly testing their responsiveness. However, the
Internet itself is a quickly changing ecosystem that can affect long-
running services, potentially inducing biases and obscurities into
ongoing data collection means. Frequent analyses but also updates
are necessary to enable a valuable service to the community.

In this paper, we show that the existing hitlist is highly impacted
by the Great Firewall of China, and we offer a cleaned view on
the development of responsive addresses. While the accumulated
input shows an increasing bias towards some networks, the cleaned
set of responsive addresses is well distributed and shows a steady
increase.

Although it is a best practice to remove aliased prefixes from
IPv6 hitlists, we show that this also removes major content deliv-
ery networks. More than 98 % of all IPv6 addresses announced by
Fastly were labeled as aliased and Cloudflare prefixes hosting more
than 10M domains were excluded. Depending on the hitlist usage,
e.g., higher layer protocol scans, inclusion of addresses from these
providers can be valuable.

Lastly, we evaluate different new address candidate sources, in-
cluding target generation algorithms to improve the coverage of
the current IPv6 Hitlist. We show that a combination of different
methodologies is able to identify 5.6M new, responsive addresses.
This accounts for an increase by 174% and combined with the
current IPv6 Hitlist, we identify 8.8M responsive addresses.

CCS CONCEPTS
• Networks → Network structure; Naming and addressing;
Network measurement.
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IPv6, Hitlist, Aliased Prefixes, Target Generation
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1 INTRODUCTION
The usage and importance of IPv6 are steadily increasing [6, 24, 37].
With the IPv4 address depletion of all but one Regional Internet
Registry (RIR), the necessity to deploy IPv6 is prevalent for more
and more operators and content providers. While this develop-
ment is generally positive, it imposes fundamental difficulties to
research and network analysis. The immense size of the address
space, combined with the sparse distribution of used addresses
renders active IPv6 measurements difficult. While tools like ZMap
effectively scan the complete IPv4 address space, complete scans
for IPv6 are impossible.

With the publication of the IPv6 Hitlist service in 2018, Gasser et
al. [22] established an ongoing service that collects IPv6 address
candidates, identifies aliased prefixes, and tests the responsiveness
in respect to different protocols, namely ICMP, TCP on port 80
(HTTP) and 443 (HTTPS), and UDP on port 53 (DNS) and 443
(QUIC) (see Figure 1). The service is well maintained, up to date and
has been used as de-facto standard for IPv6 analysis and scans, e.g.,
[2, 7, 16, 38, 42, 51]. However, it has not seen significant updates or
analyses since its initial publication. Changes in the usage of IPv6
and input sources might have influenced the quality of the service
since 2018. Furthermore, a variety of methodologies to generate
likely responsive addresses emerged [13–15, 29, 49] but have not
been established as ongoing service publishing data.
Our main contributions in this work are:

(i) We evaluate the development of the IPv6 Hitlist over the
last four years and new biases introduced by the accumulation of
new addresses. Our findings allow us to filter targets incorrectly
tested as responsive. We identify 134M addresses falsely reported
as responsive to UDP/53 by the IPv6 Hitlist since 2018 due to the
Great Firewall of China’s DNS injection.

(ii) We analyze aliased prefixes in more detail and investigate
whether the initial definition of a single host responsive to a com-
plete prefix remains correct or whether a set of addresses needs to
be treated differently. We show that aliased prefixes host at least
15M domains including ranked domains from different top lists
[1, 12, 31]. In combination with additional findings, we suggest
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Abstract—Internet measurements are a crucial foundation of
IPv6-related research. Due to the infeasibility of full address space
scans for IPv6 however, those measurements rely on collections
of reliably responsive, unbiased addresses, as provided e.g., by
the IPv6 Hitlist service. Although used for various use cases, the
hitlist provides an unfiltered list of responsive addresses, the hosts
behind which can come from a range of different networks and
devices, such as web servers, customer-premises equipment (CPE)
devices, and Internet infrastructure.

In this paper, we demonstrate the importance of tailoring
hitlists in accordance with the research goal in question. By
using PeeringDB we classify hitlist addresses into six different
network categories, uncovering that 42% of hitlist addresses are
in ISP networks. Moreover, we show the different behavior of
those addresses depending on their respective category, e.g., ISP
addresses exhibiting a relatively low lifetime. Furthermore, we
analyze different Target Generation Algorithms (TGAs), which are
used to increase the coverage of IPv6 measurements by generating
new responsive targets for scans. We evaluate their performance
under various conditions and find generated addresses to show
vastly differing responsiveness levels for different TGAs.

I. INTRODUCTION

The adoption of IPv6 is continuously increasing, with on
average 40% of all Google users connecting via IPv6 in March
2023 [1]. Due to the sheer size and sparse population of the
IPv6 address space, exhaustive scans such as in IPv4 [2], [3]
are infeasible in the IPv6 Internet. Therefore, Internet mea-
surements targeting IPv6 hosts rely on up-to-date collections
of responsive addresses, often known as Hitlists. Moreover,
the success of these measurements heavily depends on the
quality of their input, reliable targets, and high coverage of
the active IPv6 Internet. While use cases for such hitlists
can vary greatly, hitlists are usually a collection of addresses
belonging to different types of devices, such as routers, web
servers, or customer-premises equipment (CPE) devices, treated
as a homogeneous set. This is very inefficient for many
measurement studies, as these targets can be expected to be
found in completely different network types. For example,
a study on self-hosted video platforms would mainly target
educational and company networks, while a study on web
content will target vastly different networks, such as Content
Delivery Networks (CDNs) and hosting providers. These studies
could profit from a categorization of hitlist addresses, as this

could allow more focused scans resulting in a reduced scanning
overhead and lower load on the network.

The most popular and commonly used IPv6 Hitlist by
Gasser et al. [4], [5] combines IPv6 addresses from differ-
ent sources and performs regular scans to ensure reliable
responsiveness. However, little is known about the current
and historic composition of the IPv6 Hitlist, namely which
categories of addresses it contains and whether there is a bias
towards CPE devices, routers, or servers. This makes the use
of the hitlist unnecessarily difficult and inefficient for many
measurement studies. We address this problem by analyzing the
different network categories represented in the data provided
by the hitlist service and showing how the categorization of
the contained addresses improves the hitlists’ usability.

In addition to hitlists, different approaches exist to increase
IPv6 address coverage, e.g., by generating new targets. This is
often achieved through so-called Target Generation Algorithms
(TGAs), which employ different methods such as machine
learning [6], [7] and other pattern recognition techniques [8],
[9]. Similar to hitlists, little is known about characteristics of
TGAs with respect to input from different categories, whether
they exbhibit biases towards specific address categories, or
whether their results can be improved given more specific input.
Therefore, existing TGAs could benefit from categorizing their
input, enabling them to spend their algorithmic and scanning
budget on application-tailored target generation.

In this paper, we perform an in-depth analysis of the IPv6
Hitlist as well as TGAs by categorizing IPv6 addresses. This
research enables fellow researchers to make better use of the
IPv6 Hitlist and TGAs. Our contributions in this work are:

1. IPv6 Hitlist address categorization: We analyze the
IPv6 Hitlist by Gasser et al. with respect to IP address
categories. We show that it includes addresses from a
variety of categories, e.g., Internet Service Provider (ISP)
and Network Service Provider (NSP) in the input but also
the set of responsive addresses, finding a general bias
towards ISP networks with 42% of responsive addresses.

2. Characterization of address categories: We evaluate
whether addresses from differing categories exhibit dif-
ferent behavior over time. We show that addresses from
educational and content serving networks are more stable
with a median of over 200 days uptime, while ISP ad-
dresses are often only responsive during a single scan. ISP978-3-903176-58-4 ©2023 IFIP
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Internet-wide scans are an important tool to evaluate the deployment of services. To enable large-scale
application layer scans, a fast, stateless port scan (e.g., using ZMap) is often performed ahead of time to collect
responsive targets. It is a common expectation that port scans on the entire IPv4 address space provide a
relatively unbiased view as they cover the complete address space. Previous work, however, has found prefixes
where all addresses share particular properties. In IPv6, aliased prefixes and fully responsive prefixes, i.e.,
prefixes where all addresses are responsive, are a well-known phenomenon. However, there is no such in-depth
analysis for prefixes with these responsiveness patterns in IPv4.

This paper delves into the underlying factors of this phenomenon in the context of IPv4 and evaluates port
scans on a total of 161 ports (142 TCP & 19 UDP ports) from three different vantage points. To account for
packet loss and other scanning artifacts, we propose the notion of a new category of prefixes, which we call
highly responsive prefixes (HRPs). Our findings show that the share of HRPs can make up 70 % of responsive
addresses on selected ports. Regarding specific ports, we observe that CDNs contribute to the largest fraction
of HRPs on TCP/80 and TCP/443, while TCP proxies emerge as the primary cause of HRPs on other ports.
Our analysis also reveals that application layer handshakes to targets outside HRPs are, depending on the
chosen service, up to three times more likely to be successful compared to handshakes with targets located in
HRPs. To improve future scanning campaigns conducted by the research community, we make our study’s
data publicly available and provide a tool for detecting HRPs. Furthermore, we propose an approach for a
more efficient, ethical, and sustainable application layer target selection. We demonstrate that our approach
has the potential to reduce the number of TLS handshakes by up to 75 % during an Internet-wide scan while
successfully obtaining 99 % of all unique certificates.

CCS Concepts: • Networks→ Middle boxes / network appliances; Network measurement; Public Internet.
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Abstract—The Internet Engineering Task Force is standard-
izing new DNS resource records, namely SVCB and HTTPS.
Both records inform clients about endpoint and service
properties such as supported application layer protocols, IP
address hints or Encrypted Client Hello (ECH) information.
Therefore, they allow clients to reduce required DNS queries
and potential retries during connection establishment and
thus help to improve the quality of experience and privacy
of the client. The latter is achieved by reducing visible meta-
data, which is further improved with encrypted DNS and
ECH.

The standardization is in its final stages and companies
announced support, e.g., Cloudflare and Apple. Therefore,
we provide the first large-scale overview of actual record
deployment by analyzing more than 400 M domains. We find
3.96 k SVCB and 10.5 M HTTPS records. As of March 2023,
Cloudflare hosts and serves most domains, and most records
only contain Application-Layer Protocol Negotiation (ALPN)
and IP address hints. Besides Cloudflare, we see adoption by
a variety of authoritative name servers and hosting providers
indicating increased adoption in the near future. Lastly, we
can verify the correctness of records for more than 93 % of
domains based on three application layer scans.

1. Introduction

With the ongoing development of the Internet, avail-
able protocols and versions, a general requirement is
getting more important, namely information about sup-
ported application layer protocols, versions and proper-
ties by individual endpoints. The latter information can
be exchanged during a handshake or first communication
(e.g., Alternative Service (ALT-SVC) Headers in Hyper-
text Transfer Protocol (HTTP)). However, missing knowl-
edge increases the handshake duration and information
from existing solutions can only be used in subsequent
connections. Each connection attempt and the potential
use of insecure protocols reveals further meta-data related
to a client and its desired connection, thus impacting its
privacy and security.

To circumvent this problem, the Internet Engineering
Task Force (IETF) works on a new general Domain
Name System Resource Record (DNS RR) named SVCB
(”SerViCe Binding”) that provides service bindings for a
domain [23]. This record accomplishes two major goals,
directing a client (i) to another alias or (ii) to an endpoint
including service information. As a first subtype, the
HTTPS DNS RR is specified with a focus on Hypertext
Transfer Protocol Secure (HTTPS) endpoints. The records
allow a client to receive all required information, namely
supported protocols, used ports and IP addresses, using a

single, recursive DNS query. Provided information can be
used to directly establish a secure communication chan-
nel using a protocol both endpoints support. Information
about available application protocols and their explicit
version can also reduce the risk of on-path or downgrade
attacks, e.g., make HTTP Strict Transport Security (HSTS)
obsolete. Furthermore, the new HTTPS record is supposed
to be extended to provide ECH information to the client in
the future. Once specified and deployed, ECH [21] further
reduces the visibility of connection-related meta-data, e.g.,
the Server Name Indication (SNI).

Quick and widespread deployment of these new
records can drastically improve the privacy of clients on
the Internet. Different operators including Cloudflare [3]
and Akamai [2] but also client software, e.g., Apple iOS
[25] and Google Chromium [8] have already announced
support for the new records.
Therefore, we set out to evaluate actual deployments and
availability of the new records based on a large-scale
measurement. Our contributions in this paper are:

(i) We evaluate the support of new records for more
than 400 M domains. We show that the deployment is
mostly driven by Cloudflare. However, other operators
show initial deployment as well.

(ii) We evaluate the properties of received records and
their implication for a client and established connections.
We show that most domains have records with service
information, mainly Application-Layer Protocol Negoti-
ation (ALPN) values and ipv4- and ipv6hints. Further
parameters are rarely visible.

(iii) We verify the correctness of received information
with application layer scans. We were able to connect to
96 % of targets extracted from HTTPS records.

2. Background

The SVCB DNS RR represents a more general record
to be used with different service types, while the HTTPS
DNS RR is specifically designed to be used with HTTPS.
These DNS RRs allow clients to select the correct service
properties directly. To indicate the desired service, do-
mains for SVCB records should be prefixed with Attrleaf
labels [10] (e.g., dns). Using HTTPS records implies
HTTP as service. Table 1 shows two example records.
IETF designs both records to be flexible and expandable.
The first SVCB record is in alias mode, indicated by
the priority of 0, and redirects the domain to another
target name. In comparison to canonical name (CNAME)
records, this is also possible at the apex of a zone [23].

The second HTTPS record is in service mode and
provides further information about the endpoint. In service
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Abstract. The diversity of QUIC implementations poses challenges for
Internet measurements and the analysis of the QUIC ecosystem. While
all implementations follow the same specification and there is general
interoperability, differences in performance, functionality, but also secu-
rity (e.g., due to bugs) can be expected. Therefore, knowledge about
the implementation of an endpoint on the Internet can help researchers,
operators, and users to better analyze connections, performance, and
security. In this work, we improved the detection rate of QUIC scans to
find more deployments and provide an approach to effectively identify
QUIC server libraries based on CONNECTION CLOSE frames and transport
parameter orders. We performed Internet-wide scans and identified at
least one deployment for 18 QUIC libraries. In total, we can identify
the libraries with 8.0 M IPv4 and 2.5 M IPv6 addresses. We provide a
comprehensive view of the landscape of competing QUIC libraries.

1 Introduction

Based on UDP, the new QUIC protocol [17] can be implemented in user space
and has thus seen wide attention from various implementors [16]. Several oper-
ators (e.g., Cloudflare [5]), as well as open source teams, started to implement
QUIC libraries during the standardization process. They regularly update their
implementations to follow new developments and improve their library.

Even though all libraries follow the same standard, implementation differ-
ences are to be expected. Related work has shown that these differences affect
functionality [24,36] and performance [18,42,47]. They can drastically influ-
ence scans, e.g., during deployment detection as shown in this work, and future
research. It is important to differentiate between effects due to the network, the
protocol specification, and implementation specifics. The assessment of perfor-
mance and bottlenecks of QUIC connections on the Internet [4] or new QUIC
features [19,33] could be improved considering the involved libraries. Therefore,
means to properly scan and identify QUIC libraries and an overview of their
deployment on the Internet are essential. Our key contributions in this work are:

(i) We analyze current QUIC scanning approaches and propose a new ZMap
approach to identify more deployments. We evaluate the current state of QUIC
deployments and analyze the importance of Server Name Indication (SNI) values.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
P. Richter et al. (Eds.): PAM 2024, LNCS 14538, pp. 273–290, 2024.
https://doi.org/10.1007/978-3-031-56252-5_13
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Summary

This work provides the methodologies and tools and insights to effectively identify and analyze QUIC
deployments as part of the Internet ecosystem

• All developed tools are open source and measurements setup as regular service
• The IPv6 Hitlist is in an improved state, with more addresses and running regularly
• DNS resolutions are important (but not necessarily all domains are interesting)

• To identify IPv6 targets
• To identify SNI values for TLS or QUIC scans

• A large variety of QUIC libraries is deployed impacting scans and the Internet
• Thorough testing and evaluations are required
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ABSTRACT
After nearly five years and 34 draft versions, standardization of the
new connection oriented transport protocol QUIC was finalized
in May 2021. Designed as a fundamental network protocol with
increased complexity due to the combination of functionality from
multiple network stack layers, it has the potential to drastically
influence the Internet ecosystem. Nevertheless, even in its early
stages, the protocol attracted a variety of parties including large
providers. Our study shows, that more than 2.3M IPv4 and 300 k
IPv6 addresses support QUIC hosting more than 30M domains.

Using our newly implemented stateful QUIC scanner (QScanner)
we are able to successfully scan 26M targets. We show that TLS as
an integral part is similarly configured between QUIC and TLS over
TCP stacks for the same target. In comparison, we identify 45widely
varying transport parameter configurations, e.g., with differences
in the order of magnitudes for performance relevant parameters.
Combining these configurations with HTTP Server header values
and associated domains reveals two large edge deployments from
Facebook and Google. Thus, while found QUIC deployments are
located in 4667 autonomous systems, numerous of these are again
operated by large providers.

In our experience, IETF QUIC already sees an advanced deploy-
ment status mainly driven by large providers. We argue that the
current deployment state and diversity of existing implementations
and seen configurations solidifies the importance of QUIC as a fu-
ture research topic. In this work, we provide and evaluate a versatile
tool set, to identify QUIC capable hosts and their properties.

Besides the statefulQScanner we present and analyze a newly im-
plemented IPv4 and IPv6 ZMapmodule. We compare it to additional
detection methods based on HTTP Alternative Service Header val-
ues from HTTP handshakes and DNS scans of the newly drafted
HTTPS DNS resource record. While each method reveals unique
deployments the latter would allow lightweight scans to detect
QUIC capable targets but is drastically biased towards Cloudflare.
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1 INTRODUCTION
QUIC, a new connection-oriented Internet protocol was finally
standardized by the Internet Engineering Task Force (IETF) in May
2021 [21]. The protocol was initially developed and implemented
by Google and made public in 2013 [23]. Afterwards, the official
standardization process was transferred to the IETF within its own
working group1. Over the years, the base draft passed through 34
revisions before entering its last calls.

The QUIC protocol combines functionalities from different layers
of the network stack, including the transport layer, security in
the form of Transport Layer Security (TLS) and stream control to
optimize higher layer applications. The integration of QUIC into the
protocol stack and the comparison to TLS over TCP can be seen in
Figure 1. In addition to the QUIC base protocol, Hypertext Transfer
Protocol (HTTP) Version 3 is drafted [4], specifically focusing on
the deployment of HTTP on top of QUIC. This combination of
functionality from multiple layers increases the overall complexity
of a protocol and, therefore, increases the possibility of diverging
implementations, potential errors or unintended behavior.

As new, fundamental network protocol, QUIC has the potential
to drastically influence the Internet ecosystem. It attracted a variety
of providers, developers and contributors even in its early stages.
The QUIC working group already lists 22 different implementa-
tions [17]. Additionally, with the initial contribution from Google,
and as shown by Rüth et al. [39] in 2018 significant, productive
deployment of Google QUIC was already visible on the Internet
in early stages of the specification. By now, QUIC carries over a
third of the Google traffic [8] and Facebook reports that QUIC is

1https://tools.ietf.org/wg/quic/
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Abstract—Domain parking typically involves leveraging adver-
tisements to generate revenue on otherwise inactive domain names.
Their content is rarely of real value to users and tends to be
highly similar across parked domains. They have commonalities
beyond content alone: parked domains can share hosting and DNS
infrastructure. Parking rarely receives special treatment in existing
studies (e.g., content analyses or infrastructure concentration
studies). While the presence and possible bias introduced by
parked pages is sometimes acknowledged in studies, the studies still
treat parked domains as any other, either because differentiation
is infeasible, or because doing so is considered out-of-scope.

We argue that the impact of parked domains on analyses
regarding the current state and future development of the Internet
should not be overlooked. In this paper, we motivate this argument
through quantification, and take steps towards helping other
researchers identify parked domains.

We systematically collect a list of 82 parking services and
develop DNS-based indicators to help identify parked domains.
We next quantify the presence of parked domains, using large-scale
DNS data containing hundreds of millions of registered domain
names, representative for a significant part of the global DNS
namespace. Overall, we pinpoint 60 M parked domains, which is a
significant percentage of all names under consideration (23 %) and
identify up to 4 % of domains from top lists to be parked. These
findings demonstrate that the effect of parked pages is potentially
pronounced. We also break down into the various parking services
and DNS zones. This helps us demonstrate and further discuss
the effect that domain parking can have on research and Internet
consolidation.

Index Terms—DNS, Domain parking, Internet measurements

I. INTRODUCTION

The Internet is becoming increasingly centralized. Over
the past years, the development towards centralization and
consolidation has emerged as an important subject of discussion
among research and network operator communities.

The upsurge of Content Delivery Networks (CDNs) has
added to Internet centralization. A number of recent studies
evaluate properties of CDNs and consolidation – related in
particular to the web and Domain Name System (DNS) ecosys-
tems – and offer a basis on which to discuss and evaluate
its impacts [1]–[6]. To evaluate trends and possible impacts,
studies often rely on domain names and an analysis of the
infrastructure with which names are associated. In such studies,
domain names are usually treated the same, even though not all
names are equal. In particular, domains can be parked. Domain

parking is a concept to generate revenue from registered but
otherwise unused domains, for example via advertisements.
So-called domain parking providers offer the means for such
monetization.

Parking pages differ from user-centric web content. Their
content is of little use and importance to users, yet similar
across parked domains. Hosting and DNS infrastructure can
also be in common. As a result, parked domains can introduce
bias in centralization studies. While some studies do mention
this limitation, differentiating parked domains is then either
considered infeasible or out of scope.

We argue that parked domains require consideration when
evaluating and discussing Internet consolidation. To this end,
we quantify the prevalence of parked domains at scale across
multiple Top Level Domains (TLDs) but also top lists. We
further evaluate the impact of domain parking on DNS and
hosting providers, e.g., CDNs, and reason about effects of
lack of consideration in related studies. To the best of our
knowledge, we are the first to offer this perspective. This work
does not evaluate the monetization schemes of domain parking
services, individually hosted domains or potential wrongdoing
(e.g., typo-squatting) and vulnerabilities.

Our contributions in this work are:
(i) We systematically collect 82 parking, marketplace and

placeholder services. We analyze their modus operandi and
develop DNS-based indicators that enable identifying parked
domains. We share these with the community to lower the
barriers to considering parked domains;

(ii) We study the prevalence of domain parking using multi-
ple sources of large-scale DNS data. These data are representa-
tive for a sizable part of the global DNS namespace, containing
hundreds of millions of registered domain names from well
over 1 k TLDs, including country-code TLDs (ccTLDs), legacy
generic TLDs (gTLDs) such as .com, and newer gTLDs such
as .tokyo;

(iii) With our new-found insights into parked domain name
prevalence, we discuss findings from existing research regarding
the development and consolidation of the Internet and of CDNs.

We identify domain name parking services in Section II.
In Section III, we outline the data sources on the basis of
which we study the prevalence of domain parking. We present
our analyses on prevalence and the impact on effective TLDs978-3-903176-47-8 ©2022 IFIP
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ABSTRACT
The long-running IPv6 Hitlist service is an important foundation for
IPv6 measurement studies. It helps to overcome infeasible, complete
address space scans by collecting valuable, unbiased IPv6 address
candidates and regularly testing their responsiveness. However, the
Internet itself is a quickly changing ecosystem that can affect long-
running services, potentially inducing biases and obscurities into
ongoing data collection means. Frequent analyses but also updates
are necessary to enable a valuable service to the community.

In this paper, we show that the existing hitlist is highly impacted
by the Great Firewall of China, and we offer a cleaned view on
the development of responsive addresses. While the accumulated
input shows an increasing bias towards some networks, the cleaned
set of responsive addresses is well distributed and shows a steady
increase.

Although it is a best practice to remove aliased prefixes from
IPv6 hitlists, we show that this also removes major content deliv-
ery networks. More than 98 % of all IPv6 addresses announced by
Fastly were labeled as aliased and Cloudflare prefixes hosting more
than 10M domains were excluded. Depending on the hitlist usage,
e.g., higher layer protocol scans, inclusion of addresses from these
providers can be valuable.

Lastly, we evaluate different new address candidate sources, in-
cluding target generation algorithms to improve the coverage of
the current IPv6 Hitlist. We show that a combination of different
methodologies is able to identify 5.6M new, responsive addresses.
This accounts for an increase by 174% and combined with the
current IPv6 Hitlist, we identify 8.8M responsive addresses.

CCS CONCEPTS
• Networks → Network structure; Naming and addressing;
Network measurement.
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IPv6, Hitlist, Aliased Prefixes, Target Generation
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1 INTRODUCTION
The usage and importance of IPv6 are steadily increasing [6, 24, 37].
With the IPv4 address depletion of all but one Regional Internet
Registry (RIR), the necessity to deploy IPv6 is prevalent for more
and more operators and content providers. While this develop-
ment is generally positive, it imposes fundamental difficulties to
research and network analysis. The immense size of the address
space, combined with the sparse distribution of used addresses
renders active IPv6 measurements difficult. While tools like ZMap
effectively scan the complete IPv4 address space, complete scans
for IPv6 are impossible.

With the publication of the IPv6 Hitlist service in 2018, Gasser et
al. [22] established an ongoing service that collects IPv6 address
candidates, identifies aliased prefixes, and tests the responsiveness
in respect to different protocols, namely ICMP, TCP on port 80
(HTTP) and 443 (HTTPS), and UDP on port 53 (DNS) and 443
(QUIC) (see Figure 1). The service is well maintained, up to date and
has been used as de-facto standard for IPv6 analysis and scans, e.g.,
[2, 7, 16, 38, 42, 51]. However, it has not seen significant updates or
analyses since its initial publication. Changes in the usage of IPv6
and input sources might have influenced the quality of the service
since 2018. Furthermore, a variety of methodologies to generate
likely responsive addresses emerged [13–15, 29, 49] but have not
been established as ongoing service publishing data.
Our main contributions in this work are:

(i) We evaluate the development of the IPv6 Hitlist over the
last four years and new biases introduced by the accumulation of
new addresses. Our findings allow us to filter targets incorrectly
tested as responsive. We identify 134M addresses falsely reported
as responsive to UDP/53 by the IPv6 Hitlist since 2018 due to the
Great Firewall of China’s DNS injection.

(ii) We analyze aliased prefixes in more detail and investigate
whether the initial definition of a single host responsive to a com-
plete prefix remains correct or whether a set of addresses needs to
be treated differently. We show that aliased prefixes host at least
15M domains including ranked domains from different top lists
[1, 12, 31]. In combination with additional findings, we suggest
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Abstract—Internet measurements are a crucial foundation of
IPv6-related research. Due to the infeasibility of full address space
scans for IPv6 however, those measurements rely on collections
of reliably responsive, unbiased addresses, as provided e.g., by
the IPv6 Hitlist service. Although used for various use cases, the
hitlist provides an unfiltered list of responsive addresses, the hosts
behind which can come from a range of different networks and
devices, such as web servers, customer-premises equipment (CPE)
devices, and Internet infrastructure.

In this paper, we demonstrate the importance of tailoring
hitlists in accordance with the research goal in question. By
using PeeringDB we classify hitlist addresses into six different
network categories, uncovering that 42% of hitlist addresses are
in ISP networks. Moreover, we show the different behavior of
those addresses depending on their respective category, e.g., ISP
addresses exhibiting a relatively low lifetime. Furthermore, we
analyze different Target Generation Algorithms (TGAs), which are
used to increase the coverage of IPv6 measurements by generating
new responsive targets for scans. We evaluate their performance
under various conditions and find generated addresses to show
vastly differing responsiveness levels for different TGAs.

I. INTRODUCTION

The adoption of IPv6 is continuously increasing, with on
average 40% of all Google users connecting via IPv6 in March
2023 [1]. Due to the sheer size and sparse population of the
IPv6 address space, exhaustive scans such as in IPv4 [2], [3]
are infeasible in the IPv6 Internet. Therefore, Internet mea-
surements targeting IPv6 hosts rely on up-to-date collections
of responsive addresses, often known as Hitlists. Moreover,
the success of these measurements heavily depends on the
quality of their input, reliable targets, and high coverage of
the active IPv6 Internet. While use cases for such hitlists
can vary greatly, hitlists are usually a collection of addresses
belonging to different types of devices, such as routers, web
servers, or customer-premises equipment (CPE) devices, treated
as a homogeneous set. This is very inefficient for many
measurement studies, as these targets can be expected to be
found in completely different network types. For example,
a study on self-hosted video platforms would mainly target
educational and company networks, while a study on web
content will target vastly different networks, such as Content
Delivery Networks (CDNs) and hosting providers. These studies
could profit from a categorization of hitlist addresses, as this

could allow more focused scans resulting in a reduced scanning
overhead and lower load on the network.

The most popular and commonly used IPv6 Hitlist by
Gasser et al. [4], [5] combines IPv6 addresses from differ-
ent sources and performs regular scans to ensure reliable
responsiveness. However, little is known about the current
and historic composition of the IPv6 Hitlist, namely which
categories of addresses it contains and whether there is a bias
towards CPE devices, routers, or servers. This makes the use
of the hitlist unnecessarily difficult and inefficient for many
measurement studies. We address this problem by analyzing the
different network categories represented in the data provided
by the hitlist service and showing how the categorization of
the contained addresses improves the hitlists’ usability.

In addition to hitlists, different approaches exist to increase
IPv6 address coverage, e.g., by generating new targets. This is
often achieved through so-called Target Generation Algorithms
(TGAs), which employ different methods such as machine
learning [6], [7] and other pattern recognition techniques [8],
[9]. Similar to hitlists, little is known about characteristics of
TGAs with respect to input from different categories, whether
they exbhibit biases towards specific address categories, or
whether their results can be improved given more specific input.
Therefore, existing TGAs could benefit from categorizing their
input, enabling them to spend their algorithmic and scanning
budget on application-tailored target generation.

In this paper, we perform an in-depth analysis of the IPv6
Hitlist as well as TGAs by categorizing IPv6 addresses. This
research enables fellow researchers to make better use of the
IPv6 Hitlist and TGAs. Our contributions in this work are:

1. IPv6 Hitlist address categorization: We analyze the
IPv6 Hitlist by Gasser et al. with respect to IP address
categories. We show that it includes addresses from a
variety of categories, e.g., Internet Service Provider (ISP)
and Network Service Provider (NSP) in the input but also
the set of responsive addresses, finding a general bias
towards ISP networks with 42% of responsive addresses.

2. Characterization of address categories: We evaluate
whether addresses from differing categories exhibit dif-
ferent behavior over time. We show that addresses from
educational and content serving networks are more stable
with a median of over 200 days uptime, while ISP ad-
dresses are often only responsive during a single scan. ISP978-3-903176-58-4 ©2023 IFIP
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Internet-wide scans are an important tool to evaluate the deployment of services. To enable large-scale
application layer scans, a fast, stateless port scan (e.g., using ZMap) is often performed ahead of time to collect
responsive targets. It is a common expectation that port scans on the entire IPv4 address space provide a
relatively unbiased view as they cover the complete address space. Previous work, however, has found prefixes
where all addresses share particular properties. In IPv6, aliased prefixes and fully responsive prefixes, i.e.,
prefixes where all addresses are responsive, are a well-known phenomenon. However, there is no such in-depth
analysis for prefixes with these responsiveness patterns in IPv4.

This paper delves into the underlying factors of this phenomenon in the context of IPv4 and evaluates port
scans on a total of 161 ports (142 TCP & 19 UDP ports) from three different vantage points. To account for
packet loss and other scanning artifacts, we propose the notion of a new category of prefixes, which we call
highly responsive prefixes (HRPs). Our findings show that the share of HRPs can make up 70 % of responsive
addresses on selected ports. Regarding specific ports, we observe that CDNs contribute to the largest fraction
of HRPs on TCP/80 and TCP/443, while TCP proxies emerge as the primary cause of HRPs on other ports.
Our analysis also reveals that application layer handshakes to targets outside HRPs are, depending on the
chosen service, up to three times more likely to be successful compared to handshakes with targets located in
HRPs. To improve future scanning campaigns conducted by the research community, we make our study’s
data publicly available and provide a tool for detecting HRPs. Furthermore, we propose an approach for a
more efficient, ethical, and sustainable application layer target selection. We demonstrate that our approach
has the potential to reduce the number of TLS handshakes by up to 75 % during an Internet-wide scan while
successfully obtaining 99 % of all unique certificates.
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Abstract—The Internet Engineering Task Force is standard-
izing new DNS resource records, namely SVCB and HTTPS.
Both records inform clients about endpoint and service
properties such as supported application layer protocols, IP
address hints or Encrypted Client Hello (ECH) information.
Therefore, they allow clients to reduce required DNS queries
and potential retries during connection establishment and
thus help to improve the quality of experience and privacy
of the client. The latter is achieved by reducing visible meta-
data, which is further improved with encrypted DNS and
ECH.

The standardization is in its final stages and companies
announced support, e.g., Cloudflare and Apple. Therefore,
we provide the first large-scale overview of actual record
deployment by analyzing more than 400 M domains. We find
3.96 k SVCB and 10.5 M HTTPS records. As of March 2023,
Cloudflare hosts and serves most domains, and most records
only contain Application-Layer Protocol Negotiation (ALPN)
and IP address hints. Besides Cloudflare, we see adoption by
a variety of authoritative name servers and hosting providers
indicating increased adoption in the near future. Lastly, we
can verify the correctness of records for more than 93 % of
domains based on three application layer scans.

1. Introduction

With the ongoing development of the Internet, avail-
able protocols and versions, a general requirement is
getting more important, namely information about sup-
ported application layer protocols, versions and proper-
ties by individual endpoints. The latter information can
be exchanged during a handshake or first communication
(e.g., Alternative Service (ALT-SVC) Headers in Hyper-
text Transfer Protocol (HTTP)). However, missing knowl-
edge increases the handshake duration and information
from existing solutions can only be used in subsequent
connections. Each connection attempt and the potential
use of insecure protocols reveals further meta-data related
to a client and its desired connection, thus impacting its
privacy and security.

To circumvent this problem, the Internet Engineering
Task Force (IETF) works on a new general Domain
Name System Resource Record (DNS RR) named SVCB
(”SerViCe Binding”) that provides service bindings for a
domain [23]. This record accomplishes two major goals,
directing a client (i) to another alias or (ii) to an endpoint
including service information. As a first subtype, the
HTTPS DNS RR is specified with a focus on Hypertext
Transfer Protocol Secure (HTTPS) endpoints. The records
allow a client to receive all required information, namely
supported protocols, used ports and IP addresses, using a

single, recursive DNS query. Provided information can be
used to directly establish a secure communication chan-
nel using a protocol both endpoints support. Information
about available application protocols and their explicit
version can also reduce the risk of on-path or downgrade
attacks, e.g., make HTTP Strict Transport Security (HSTS)
obsolete. Furthermore, the new HTTPS record is supposed
to be extended to provide ECH information to the client in
the future. Once specified and deployed, ECH [21] further
reduces the visibility of connection-related meta-data, e.g.,
the Server Name Indication (SNI).

Quick and widespread deployment of these new
records can drastically improve the privacy of clients on
the Internet. Different operators including Cloudflare [3]
and Akamai [2] but also client software, e.g., Apple iOS
[25] and Google Chromium [8] have already announced
support for the new records.
Therefore, we set out to evaluate actual deployments and
availability of the new records based on a large-scale
measurement. Our contributions in this paper are:

(i) We evaluate the support of new records for more
than 400 M domains. We show that the deployment is
mostly driven by Cloudflare. However, other operators
show initial deployment as well.

(ii) We evaluate the properties of received records and
their implication for a client and established connections.
We show that most domains have records with service
information, mainly Application-Layer Protocol Negoti-
ation (ALPN) values and ipv4- and ipv6hints. Further
parameters are rarely visible.

(iii) We verify the correctness of received information
with application layer scans. We were able to connect to
96 % of targets extracted from HTTPS records.

2. Background

The SVCB DNS RR represents a more general record
to be used with different service types, while the HTTPS
DNS RR is specifically designed to be used with HTTPS.
These DNS RRs allow clients to select the correct service
properties directly. To indicate the desired service, do-
mains for SVCB records should be prefixed with Attrleaf
labels [10] (e.g., dns). Using HTTPS records implies
HTTP as service. Table 1 shows two example records.
IETF designs both records to be flexible and expandable.
The first SVCB record is in alias mode, indicated by
the priority of 0, and redirects the domain to another
target name. In comparison to canonical name (CNAME)
records, this is also possible at the apex of a zone [23].

The second HTTPS record is in service mode and
provides further information about the endpoint. In service
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Abstract. The diversity of QUIC implementations poses challenges for
Internet measurements and the analysis of the QUIC ecosystem. While
all implementations follow the same specification and there is general
interoperability, differences in performance, functionality, but also secu-
rity (e.g., due to bugs) can be expected. Therefore, knowledge about
the implementation of an endpoint on the Internet can help researchers,
operators, and users to better analyze connections, performance, and
security. In this work, we improved the detection rate of QUIC scans to
find more deployments and provide an approach to effectively identify
QUIC server libraries based on CONNECTION CLOSE frames and transport
parameter orders. We performed Internet-wide scans and identified at
least one deployment for 18 QUIC libraries. In total, we can identify
the libraries with 8.0 M IPv4 and 2.5 M IPv6 addresses. We provide a
comprehensive view of the landscape of competing QUIC libraries.

1 Introduction

Based on UDP, the new QUIC protocol [17] can be implemented in user space
and has thus seen wide attention from various implementors [16]. Several oper-
ators (e.g., Cloudflare [5]), as well as open source teams, started to implement
QUIC libraries during the standardization process. They regularly update their
implementations to follow new developments and improve their library.

Even though all libraries follow the same standard, implementation differ-
ences are to be expected. Related work has shown that these differences affect
functionality [24,36] and performance [18,42,47]. They can drastically influ-
ence scans, e.g., during deployment detection as shown in this work, and future
research. It is important to differentiate between effects due to the network, the
protocol specification, and implementation specifics. The assessment of perfor-
mance and bottlenecks of QUIC connections on the Internet [4] or new QUIC
features [19,33] could be improved considering the involved libraries. Therefore,
means to properly scan and identify QUIC libraries and an overview of their
deployment on the Internet are essential. Our key contributions in this work are:

(i) We analyze current QUIC scanning approaches and propose a new ZMap
approach to identify more deployments. We evaluate the current state of QUIC
deployments and analyze the importance of Server Name Indication (SNI) values.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
P. Richter et al. (Eds.): PAM 2024, LNCS 14538, pp. 273–290, 2024.
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